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Abstract

Dear Sir or Madam will you read my book
It took me years to write, will you take a look

Paperback Writer, Lennon/McCartney

This thesis deals with the analysis and development of techniques and software
for trading strategies. Within a developed simulation environment algorithms, both
existing and newly-introduced, are put to the test and conclusions are drawn regard-
ing both the prediction accuracy and the test procedure as such. The problems with
optimization of trading rules are attacked with a non-linear constraint to ensure a
minimum number of trading signals for a given time period. The thesis also intro-
duces a novel rank measure that takes into account a large number of securities and
grades them according to the relative returns. Linear modeling of the ranks yields
competitive prediction results and suggests further research along the same track.
In another part of the thesis an algorithm is developed for estimating covariance
matrices as they are used in portfolio optimization. The algorithm identifies and re-
moves outliers in data and thereby achieves both more accurate estimations of future
covariance matrices and higher risk-adjusted returns in the optimized portfolios.
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Preface

It took me so long to find out, and I found out
Ah, ah, ah, ah, ah, ah

Day Tripper, Lennon/McCartney

In recent years the application of techniques, such as machine learning, data mining,
knowledge discovery, and nonlinear optimization to financial prediction problems,
has seen exciting results. Several annual conferences are totally dedicated to the sub-
ject, including Computational Finance since 1993 and Forecasting Financial Markets
since 1994. Furthermore, most major conferences in the various fields of machine
learning, and also in fields such as mathematical programming, have workshops and
sessions dealing with methodologies for financial predictions. The great interest in
the field shows an increasing belief, not only among active traders but also in the
academic world, that many financial markets are far from perfectly efficient, in the
sense that asset prices do not always reflect all available information.
The major part of this thesis deals with the analysis and development of tech-

niques and software for trading strategies. The contributions of the work falls essen-
tially into the area of this financial application. An extensive software environment
for developing and testing prediction algorithms is presented and used in Papers 6
and 7. Guidelines and methodology to deal with the ever-present problem of data
snooping can be found in many of the presented papers, for example in Paper 5,
which deals with the problem in conjunction with optimization of trading rules. A
new way to formulate a multi-stock prediction problem by ranking the stock returns
is presented in Paper 4. Paper 3 describes a technique for removing outliers in time
series data for portfolio optimization. The technique can also be applied to other
applications, where noisy time series data is modeled. The other papers also could
be of value for non-financial applications. The common denominator would be in
such a case an extremely low signal to noise ratio combined with the way misclas-
sification costs are calculated. A missed buying opportunity is often not regarded
to be as fatal as a false buying signal. The same way of judging misclassifications
is found in the industrial sector as well as in natural resource exploration. It is my
belief and hope that the work presented in this thesis proves useful also in such
domains, outside the trading rooms.
The thesis is organized as follows: Chapter 1 contains a survey of academic views

on predictability in the financial markets. The software environment developed and
used throughout the thesis work is then described briefly in Chapter 2. Chapter 3
is a summary of the included publications. Finally, the publications are reprinted
in their original form.
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Chapter 1

Introduction

1.1 Why Predict Stock Prices?
Cause I don’t care too much for money, For money can’t buy me love

Can’t Buy Me Love, Lennon/McCartney

The wish to find methods to predict asset returns has occupied the minds of in-
vestors and also academics since the birth of financial markets. Besides the obvious
monetary value that comes with the ability to correctly predict financial assets, there
has been a growing recognition among economists that the financial variables are
closely connected to real economy. One example is the relatively new idea of using
interest rates to fight inflation [6, p.xxxiii]. The liberalization and globalization of
world asset markets have caused interest rates, exchange rates, and also other asset
markets to be intimately linked, and the need for tools to monitor as well as control
risk levels has become obvious both for industrial companies and financial institu-
tions. The question of predictability in the stock markets is therefore important
even outside the trading rooms.

1.2 Is the Market Predictable At All?
Let me forget about today until tomorrow

Mr. Tambourine Man, B. Dylan

It is hard to resist the temptation to include the following old joke (cited from Lo,
McKinley [15, p.6]) about ‘an economist strolling down the street with a companion
when they come upon a $100 bill lying on the ground. As the companion reaches
down to pick it up, the economist says “Don’t bother — if it were a real $100 bill,
someone would have already picked it up”’. Irrational as it may seem, this way
of reasoning is very close to the official academic standpoint until only a few years
ago. Let us start the debate by introducing two key concepts: the Random Walk
Hypothesis and the Efficient Market Hypothesis.

1



2 CHAPTER 1. INTRODUCTION

1.2.1 The Random Walk Hypothesis
Here I stand head in hand. Turn my face to the wall

You’ve Got To Hide Your Love Away, Lennon/McCartney

The concept of random walk was in use already in the sixteenth century as a model
of games of chance. More recently it has been used in chemistry and physics, for
example the Brownian Motion, which is used to describe random movements of par-
ticles in liquid. This application might have instigated the metaphor of a drunk man
trying to find his way home along a street. His1 staggering back and forth around the
middle of the street (or hopefully the pavement) can be described mathematically
by the random walk concept. Related or not to this analogy of a drunk person, the
random walk is also a popular model to describe the actions of financial traders. It
is expressed in the Random Walk Hypothesis, which simply claims that a financial
time series follows a random walk process, normally defined as

y(t) = y(t− 1) + a(t), (1.1)

where y is the time series in question, and a is an error term, which has zero mean,
constant variance, and whose values are independent of each other. The change
∆y(t) = y(t) − y(t − 1) is thus a(t) and is hence independent of previous changes
∆y(t− 1),∆y(t− 2), .... Empirical observations such as clustered volatility have led
to discussions about the validity of the Random Walk Hypothesis as a theoretical
model of financial markets and to alternative formulations. One such formulation is
the Martingale process which rules out the conditional dependence in ∆y, but not
in any higher moments of ∆y, as shown in Mills [19]. This is consistent with the
observations that financial time series go through quiet periods as well as periods
of turbulence. As Mills points out, this can be modeled by a process, in which
successive conditional variances are autocorrelated, but not with the more restrictive
random walk.
Paul Samuelson’s influential paper [23] aims at proving that “properly antici-

pated prices fluctuate randomly”. The idea is that all investors analyze the same
information instantaneously and reach the same results regarding the “real” price of
all assets. Combined with frictionless markets, there will never be any opportunities
to make profits based on further analysis of information. In such a world, price
changes would vary randomly and therefore would be completely unpredictable.
This view has dominated the theoretic field for decades and the Random Walk
Hypothesis has been “taken for granted as gospel truth” [17, p.13].

1.2.2 The Efficient Market Hypothesis
We have two classes of forecasters:

Those who don’t know and those who don’t know they don’t know.
John Kenneth Galbraith

The Efficient Market Hypothesis states that the current market price reflects the
assimilation of all the information available. This means that given the information,

1For the sake of genus neutrality it should be emphasized that the analogy would work equally
well for a drunk woman.



1.2. IS THE MARKET PREDICTABLE AT ALL? 3

no useful prediction of future changes in the price can be made. As new informa-
tion enters the system, the imbalanced state is immediately discovered and quickly
eliminated by a “correct” change in market price.
The Efficient Market Hypothesis has been fairly well supported in a number of

research studies, e.g. White [25], Lowe and Welsh [17]. In Fama’s survey [7], most of
the included research papers did not present statistically significant evidence against
the Efficient Market Hypothesis. It has, just like its close relative the Random Walk
Hypothesis, been for long the “official” viewpoint in the academic community.

1.2.3 Current State of Affairs

I’ve got to admit it’s getting better, a little better all the time
Getting Better, Lennon/McCartney

Although the Random Walk Hypothesis has been dominating the academic scene
for many decades, during the same period many presented studies have rejected
it. A few early examples are Osborn [20] and Steiger [24]. Lo and MacKinley [13]
show that the weekly first-order autocorrelation coefficient for an equally-weighted
returns index is as high as 30%, which is a clear rejection of random walk behavior.
As previously mentioned, the Efficient Market Hypothesis too has been, for a

long time, the “official” viewpoint among academics. However, in recent years,
many research papers have begun to question the hypothesis. One key point in the
criticism comes from the fact that many market actors value more factors than just
the price for which they can buy and sell an asset. The most striking example is
the concept of risk. Risk is central in modern portfolio theory but is not taken into
account in the Efficient Market Hypothesis [15, p.5]. Since different kinds of actors
compute risk in different ways, it is perfectly possible that one actor views a certain
stock price as a good buying opportunity, while another views the same price as
a good selling opportunity. Another example is the varying liquidity needs among
traders. Some traders are gladly willing to pay a higher price just to make sure the
trade is executed immediately. Yet, none of the traders in these examples can be
said to act irrationally. They simply have different utility functions for computing
the value of different actions and states.
Another key point in the criticism deals with the way the cost for trading is de-

fined. It has always been clear that transaction costs have to be added to the price
to give the Efficient Market Hypothesis any chance of being valid. Consequently,
the most common form of the hypothesis claims that “excess” profit from analyzing
and trading stocks is not possible. By excessive it is normally meant after transac-
tion costs. However, there are many other costs involved in analyzing and trading.
Grossman and Stiglitz [10] claim that inefficient markets are necessary since neither
data acquisition nor data analysis is free. For these operations to be meaningful
for any market actor, the costs have to be compensated for by sufficient profit op-
portunities. Predictions involve a lot of work in terms of data acquisition, manual
analysis and computer intensive modeling. For this work to be done, it simply has
to pay off in terms of “excess” profit, which can be seen as the economic rent paid
for performing the costly data analysis. If no such profits were possible, no one
would invest money in traditional financial analyses or development of new financial
methodologies. Since huge amounts of money are doubtlessly pumped into these



4 CHAPTER 1. INTRODUCTION

activities worldwide, it seems likelly that these investments do pay off and that the
Efficient Market Hypothesis is being contradicted.
Lo and MacKinley [15, p.16] give a compelling argument that goes well over the

head of most theories and principal discussions. They report how investment firms
like Morgan Stanley and D.E. Shaw exploited “inefficiencies”, later to be called “sta-
tistical arbitrage”, for more than a decade during the 1980’s before the techniques
became public knowledge and the prospects of profit by them diminished.
Summarising the arguments given so far, the fact that some companies have

found and exploited predictability in the past shows that it could also be possible
in the future. Besides, it pinpoints the fact that the cost for trading stocks is not
determined by the price of the stocks only. Just as trading costs have to be included,
so do costs for development and execution of data analysis and trading techniques.
Furthermore, the profit made is not only determined by the difference between buy
and sell prices. Some actors value low risk and fast execution of trading in addition to
the pure stock prices. In a heterogeneous market there are constantly both buy and
sell opportunities that can generate “excess” profits with respect to an individual’s
preferences.
Fama goes as far as stating, in a review [9], that the Efficient Market Hypothesis

surely must be false. Also Cuthbertson concludes in a survey [3, p. 152.]:“Not only
are stock returns predictable from regression equations, but there is considerable
evidence that actual trading strategies based on the predictions from these equa-
tions can result in profits, net of dealing costs”. However, academic opinion is not
in unison. Lo and MacKinley summarize [15, p.6]: “Even after three decades of
research and literally thousands of journal articles, economists have not yet reached
a consensus about whether markets — particularly financial markets — are efficient or
not”. The question of whether presented trading results are statistically significant,
and whether the profits are still positive after compensation for risk, is still open
enough to keep the debate on the Efficient Market Hypothesis alive for a long time
to come.

1.2.4 Evidence of Predictability
An economist is someone who sees something working in

practice and asks whether it would work in principle.
Stephen M. Goldfeld

Instead of spending all energy at forcefully defending the Random Walk and the
Efficient Market Hypotheses, many researchers have instead started to look at pos-
sible reasons why the markets could be predictable and even how some prediction
methods could be used to generate “excess” profit. Below are a few examples of
effects and “anomalies”2 that have been observed and reported.

2This is a common denotation for observations that do not fit the current paradigm, in this
case the Efficient Market Hypothesis.
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Autocorrelation

Nothing you can do but you can learn how to be you in time
All You Need is Love, Lennon/McCartney

There has been extensive research on the temporal dynamics of stock returns. For
weekly and monthly returns, most results point at negative autocorrelations for
individual stocks. See for example Blume and Friend [1], Lo and MacKinley [14]
and Jegadeesh [11]. Fama and French [8] find a statistically significant negative
serial correlation also for long holding periods (more than 3 years) in stocks. A
negative serial correlation is consistent with the Stock Market Overreaction and
Mean Reversion effects described below. The autocorrelation for portfolios of stocks,
and also for indices, are most often reported as positive. Lo andMackinley [15, p.119]
report strong positive autocorrelation in weekly returns for an equally weighted
stock index. The autocorrelation as well as cross-correlations between national stock
indices are also found positive in the tests reported in Paper 7 of this thesis.

Cross effects

I am he as you are he as you are me and we are all together.
I Am The Walrus, Lennon/McCartney

In [15], Lo and MacKinley report on positive cross-autocovariances across securities.
These cross effects are most often positive in sign and are characterized by a lead-lag
structure, where returns for large-capitalization stocks tend to lead those of smaller
stocks. It is interesting to note that a profitable portfolio strategy can be formed
around this effect even if the individual stocks are completely unpredictable using
past returns of each stock alone. This effect can provide an explanation to the
successful trading results from rank predictions presented in Paper 4 of this thesis.

Mean Reversion

Get back, get back, get back to where you once belonged
Get Back, Lennon/McCartney

Mean reversion is the observed phenomenon, where higher-than-average returns are
followed by lower returns for the same stock in the future. In two studies [8, 21],
the effect is observed for stocks over long holding periods (3—5 years). However, for
weekly returns, a mean-reverting model does not fit data any better than a pure
random-walk model [12]. In any case, the effect of mean reversion is related to many
practical trading strategies concerned with ‘buying low’ and ‘selling high’.
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Stock Market Overreaction

For the loser now will be later to win
The times they are a-changin’, B. Dylan

This effect refers to the waves of optimisim and pessimism that give the market
inertia to temporaily move asset prices away from their “real” value. Overreaction
could be explained by the negative serial correlation previously described in this
section. However, another plausible explanation is the cross-autocovariances men-
tioned earlier. Regardless of the cause of the effect, it can be utilized in simply
trading strategies based on ‘buying the losers’ and ‘selling the winners’. This strat-
egy is evaluated as an example in Paper 7 of this thesis and is also reported to be
successful by DeBondt and Thaler [4, 5].

Small-Firm Effect

Have you seen the little piggies, crawling in the dirt
Piggies, Harrison

This effect comes from the observation that small capitalized companies over a long
time period have had higher rate of returns than the larger companies [3]. Also the
results of the research presented in this thesis are in accordance with this observation.
For example, the rank predictions presented in Paper 4 show a clear difference in
behavior between large and small stocks. The classical argument against trading
strategies based on this effect is that the higher returns are balanced by a higher
risk attached to small firms. However, there are also papers, for example Reinganum
[22], arguing that even the risk-adjusted returns are higher for smaller firms than
for larger ones.

Technical Analysis

I hi hi hi hi hi hi, feel the wind blow. Well you can indicate everything you see
Dig A Pony, Lennon/McCartney

Technical analysis, also known as “charting,” has been used by practitioners in
the financial markets for a long time. So-called “technical indicators,” consisting
of simple transformations of past stock data, are used to produce buy and sell
recommendations for the traders. In the academic community, technical analysis
has been at best proclaimed useless, and at worst equated with woodo, astrology
or alchemy. A corner stone in the criticism is the influencial book A Random Walk
Down Wall Street [18] by Burton Malkiel.
One of the reasons for these diverging views is the highly subjective nature

of technical analysis. Attempts to formalize a few of the most subjective technical
trading rules is made by Lo, Mamaysky andWang in [16], where the authors conclude
that “several technical indicators do provide incremental information and may have
some practical value”. In an often-quoted paper, Brock, Lakonishok and LeBaron
[2] show that moving-average rules produce statistically significant average returns
for the US stock market.
While the standard methods suggested and used by technical analysts can be

rightly accused of being naively crude and taken out of the blue, it is also a fact that



1.2. IS THE MARKET PREDICTABLE AT ALL? 7

many of the (failed) academic attempts to model the stock market have been even
more simplifying. One such example is the relation between traded volume and stock
prices that always has been obvious for technical traders. Many technical trading
rules, when forming their trading signals, include the traded volume as well as the
open, close, low, and high price for each day. In contrast, the majority of academic
models on the subject works with close prices only. However non-predictable the
stock market may be, it is not a correct inference to draw this conclusion from such
simplified analyses.
Part of the work in this thesis aims at bridging the gulf between technical an-

laysis and quantitative finance. The ASTA system described in Paper 7 provides
a flexible and objective testbench for trading rules. The standard technical indi-
cator Stochastics is subject to analysis in Paper 6. Methods for optimization and
evaluation of performance of trading rules are developed in Paper 5.
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Chapter 2

A Software Environment

A few software components have been developed as part of the research work pre-
sented in this thesis. While a lot of programming efforts have been spent on rather
specialized tasks, a few general-purpose tools have also been developed. The purpose
has been to simplify and improve the development and evaluation cycle when work-
ing with prediction algorithms for financial markets. An overview of these tools
is shown in Figure 2.1. The next section of this chapter discusses a few general
guidelines and design principles, and the rest of the chapter provides a brief and
non-technical description of the parts that constitute the environment. The major
parts have additional documentation supplied in Appendices 1 and 2.

0 0.1 0.2 0.3 0.4 0.
50

50.5

51

51.5

52

52.5

53

53.5

• Data Formatting
• Data Cleaning

a base:
ock Prices
aded Volumes

eled Data 
Classification:

a from 
er Domains:

Functions Library:
• Technical indicators
• Statistical functions
• Trend functions
• Rank predictions

Algorithm Library:
• Neural Networks
• LDA
• kNN

ket

TA EXTRACTION

CLASSIFICATION

MARKET SIMULATIONINTERFACING
Performanc

Performanc
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10 CHAPTER 2. A SOFTWARE ENVIRONMENT

2.1 Software Design
This section contains some general notes and comments regarding the software devel-
oped for the papers in this PhD thesis. All programs have been written in the Matlab
programming language. The total number of source code lines exceeds 30,000.

2.1.1 Choice of Programming Language
I will say the only words I know you’ll understand

Michelle, Lennon/McCartney

The choice of Matlab as programming language was guided by a number of (some-
times contradicting) requirements:

• Development environment. Should provide modern debug facilities. Since the
development, like many other academic software development projects, has
been run by a single person, no special support for project management or
version control was regarded necessary.

• Availability of well documented software libraries for standardized tasks such
as graphics and numerical computations. While most programming languages
have a large amount of toolboxes and subroutine libraries developed by third
parties, the availability of integrated toolboxes in Matlab was judged as a
great advantage. This becomes clear while (if not before) collaborating and
exchanging programs with other researchers.

• Execution speed. Fast execution is always a nice quality and especially in time-
consuming applications such as the modeling performed in the CLS system and
also in simulation programs such as the ASTA system. Matlab is hardly one
of the fastest languages but the speed issue was not regarded as too important
(see Design Guidelines below). Furthermore, several independent attempts to
translate Matlab code to compiling languages ends up with the conclusion that
Matlab runs even faster than the compiled code.

• Availability of a system function that can execute a string containing a function
call expressed in the language itself. This function was included in the design
ideas from the beginning of the project because it makes it possible to create
very powerful and interactive functionality. The user can enter function calls
in the graphical user interface. This design idea has been used in both the CLS
and the ASTA systems. This functionality is hard to achieve with a compiled
language.
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2.1.2 Design Guidelines
So please listen to me if you want to stay mine

You Can’t Do That, Lennon/McCartney

Software design often involves a tradeoff between execution speed on the one hand
and developing time on the other. A related tradeoff sometimes exists between ex-
ecution time and correctness of the developed code. The fastest code is not seldom
hard to understand and is furthermore difficult to adjust to fit the changes in specifi-
cations that often occur in research-related development. The situation is expressed
in the programming proverb ”make it work before you make it fast”, which is indeed
a good rule to follow, even when developing software for research work. The idea
is, of course, that a slow code can be improved when the bottlenecks in a working
system are identified. However, the constantly increasing CPU speeds have reduced
the overall execution time to less than 20% of the original time during the 4 years
that our development work has been going on. Execution time has therefore not
been a primary objective in the programming work.
Modularity, on the other hand, is an important design principle, not least in

research-related software development. Since a clear specification of goals and means
is seldom available in the early stages of such development, it is very important to
identify objects and functions in a way that leaves open as many doors as possible
for future extension and re-design. This is achieved by general design rules for
modularity: natural and clearly defined tasks for all functions, few and natural in
and out parameters and an object-oriented view on the program design in general.

2.1.3 User Interface
I wanna be famous, a star of the screen, But you do something in between

Drive My Car, Lennon/McCartney

The nowadays-mandatory Graphical User Interfaces (GUI:s) are of course important
even when developing software for research purposes. This is especially true when
developing general-purpose tools such as the CLS and ASTA systems. However, one
major drawback of the GUI:s becomes extra annoying and impractical when work-
ing with research work. Since research-related programming, almost by definition,
involves repeated runs of the same program, slightly modified programs and multi-
ple data sets, a GUI often becomes both cumbersome and unsafe as a way to enter
commands to the programs. The GUI:s are therefore duplicated by command-line
counter parts. Using these command-line counter parts makes it very easy to write a
“make” file with all program executions necessary for a certain paper or sub-project.
In this way all results can be easily regenerated, for example with a new data set
or perhaps after having fixed a bug in the programs. The extra effort invested for
creating this functionality has saved a lot of time as well as irritation over having to
repeat long series of manual program runs. The spin-off effects of a research paper
is also doubtlessly increased. A whole new set of tables and graphs can be generated
for a new data set or for another algorithm almost by the touch of a finger.
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2.2 Software Components
The software components illustrated in Figure 2.1 are briefly described below.

2.2.1 Interfacing
I look at the floor and I see it needs sweeping

Still my guitar gently weeps
While My Guitar Gently Weeps, Harrison

Data from the market often contains errors, which can cause serious problems if en-
tered without careful data preprocessing and error checking. Special caution should
be exercised when handling missing values. Quite often missing values are replaced
by zeroes in the data. While easily found in manual analyses, such errors tend to
survive and corrupt an automatic system for data analysis. When working with fun-
damental data, special caution must be applied. Figures from company reports can
not be assumed to be available for inclusion in prediction algorithms before the day
they were made public. This is also the case for some official statistics, especially if
they are labeled backwards in time as in ‘Unemployment rate dec2000’ published in
the beginning of year 2001.

2.2.2 Market Simulation
Without going out of my door, I can know all things on earth

The Inner Light, Harrison

A main ingredient in the developed environment is a market simulator named ASTA,
an Artifical Stock Trading Agent. The primary purpose of the ASTA system is to
provide an easy-to-use environment for evaluating multi-stock trading algorithms.
A key component in the system is a stable and realistic testbench, highlighting and
helping to avoid the huge risks of data snooping involved in this kind of financial
prediction. Performance is presented as annual figures and is always compared to
benchmark strategies. The behavior of the agent is controlled by buy and sell rules,
which can be composed interactively or written as user-defined functions. Various
types of combinations of rules and data screening can be easily performed. The
system can be used interactively, as a Windows-based development tool, or non-
interactively, where a supplied objective function maps a trading strategy to a profit
measure. The ASTA system has been extensively used in Papers 4, 5, and 6. A
functional description is given in Paper 7 and a detailed User’s Reference Guide can
be found in Appendix 1.
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2.2.3 Data Extraction
The King was in the garden picking flowers

for a friend who came to play
Cry Baby Cry, Lennon/McCartney

One way of formulating stock prediction problems is as a classification problem,
where an input vector X should be mapped to an output class C by a classifier
that manages to separate data points by looking at the data features in the input
vector X only. To interface the stock data to such a methodology, DASTA, a data
extraction tool has been developed. The output class C is normally chosen as the
sign of the return (i.e. the relative change in stock price) and the input vector X
can be configured in a variety of ways using the extensive function library developed
for the ASTA system. The DASTA program has been used as a research tool in the
presented work, but has not yet been packaged as a product.

2.2.4 Classification
I think a “No” will mean a “Yes”

but it’s all wrong. That is I think I disagree
Strawberry Fields Forever, Lennon/McCartney

As described in the previous section, stock prediction problems can be formulated
as classification problems. CLS is a general-purpose system that can be used for
benchmarking, testing, and developing of classification algorithms. A number of
state-of-the-art algorithms are implemented: Single Perceptron, Multilayer Percep-
tron, k-nearest neighbor, and Discriminant analysis. The k-nearest-neighbor algo-
rithm was utilized in Paper 3. The system has a number of modes to control the test
procedure: Training/Test sets, N-fold cross validation, Sliding windows. The call to
the classifier may include a variable and the classifier’s dependence of this variable
can be easily illustrated in diagrams. The CLS system is thoroughly described in a
User’s Guide in Appendix 2.
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Chapter 3

Summary of the Included Papers

If you really like it you can have the rights
It could make a million for you overnight
Paperback Writer, Lennon/McCartney

This chapter contains a summary of the included papers and appendices. Full
reprints can be found at the end of the thesis.

Paper 1

A general discussion about stock prediction issues. The problems with performance
evaluation of near random-walk processes are illustrated with some examples and the
consequences for algorithm development and performance evaluation are discussed.
The prediction task is formalized. Existing benchmarks and testing metrics are
surveyed, and some new measures are introduced.

Paper 2

The purpose of this paper is to examine the concept of trends and how it can be
utilized for predictions of stock returns. A statistical analysis of stock data from
the Swedish stock market over the period 1987—1996 shows how the trends are
correlated to future returns. A k-nearest-neighbor algorithm identifies regions in
the input space, where a correlation exists and improves prediction performance by
issuing a “don’t know” answer where no correlation can be found.

Paper 3

Provides a description of a novel algorithm for systematic removal of outliers in
the computation of covariance matrices for portfolio optimization. The algorithm
gives a significant reduction in RMSE for the covariance matrices when tested on
data with deliberately planted outliers and also for real stock data. The covariance
matrices are also fed into a portfolio optimizer that maximizes risk-adjusted return.
The algorithm gives higher risk-adjusted return than the naive prediction, even
if the reduction of RMSE for the covariances is higher than the gain in portfolio
optimization. This indicates that outliers in stock data do not affect the computation

15
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of optimal portfolios to any significant degree, at least not on the daily scale that is
used in the algorithm. However, the algorithm shows a clear ability to detect and
eliminate the effect of outliers in data and could be applied to other time-series-
related modeling problems with outliers in data.

Paper 4

Investigations regarding stock price predictability and market efficiency normally
focus on individual time series. In this paper we introduce a rank measure that
takes into account a large number of securities and grades them according to the
relative returns. It turns out that this rank measure, besides being more closely
related to a real trading situation, is more predictable than the individual returns.
The rank is predicted with a linear model and the empirical results show hit rates
around 60% for the sign of selected 1-day predictions. The predicted ranks are also
used as a basis for a portfolio selection algorithm, which significantly outperforms
the benchmark when tested on the Swedish stock market over the years 1993—1997.
The result stands in strong contradiction to the Random Walk Hypothesis and also
offers a strong indication that market inefficiencies exist and can be exploited with
multi-stock predictions such as the presented rank approach.

Paper 5

When data mining financial data sets, it is very easy to jump into conclusions
regarding trading rules that exhibit extremely profitable behavior, when tested on
historical data. These misjudgments are often caused by the rules covering too few
examples in the examined data. This paper deals with the problem in conjunction
with nonconvex global optimization of trading rules by adding a constraint in the
problem formulation. The effect is a regularization, where solutions covering too few
examples are rejected. The modeling is performed with a sliding-window technique
and generates different parameters for the optimized trading rules in each time
window. Test results from the Swedish stock market show superior generalization
ability in terms of risk-adjusted hit rates for the rules generated with the proposed
method. Furthermore, the results show that the high hit rates achieved are to a
large extent a result of the adaptive modeling with sliding windows.

Paper 6

Using the trading simulator ASTA as object function in a numerical optimization
of parameters in the well-known technical indicator Stochastics. The optimization
routine performs nonconvex global optimization of the annual profit above index and
reaches almost the same parameter settings as the ones commonly used in actual
trading with the Stochastics indicator.
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Paper 7
Experiments in the ASTA environment for developing stock prediction algorithms
are presented and discussed. Algorithms based on trading rules are evaluated by
simulated trading using historical data from the Swedish stock market. One of the
examples demonstrates how a “Buy the losers, Sell the winners” strategy can be
implemented with the rank concept introduced in Paper 4. In addition to being
a testbench for trading algorithms based on buy and sell rules, pure fixed-horizon
predictions can also be developed and tested with ASTA. As one example, an in-
vestigation of the correlations between returns for international stock indexes is
presented.

Appendix 1
A complete User’s Guide to the ASTA system, used in many of the other papers
in the thesis. ASTA, an Artificial Stock Trading Agent is developed in the Matlab
programming environment. The primary purpose of the system is to supply a sta-
ble and realistic testbench for the development of single- and multi-stock trading
algorithms. The behavior of the agent is controlled by a high-level language, which
is easily extendable with user-defined functions. The buy and sell rules can be com-
posed interactively and various types of data screening can be easily performed, all
within the Matlab language syntax. Apart from being a Windows-based testbench
for trading algorithms, the system can be also run in batch mode, where a supplied
objective function maps a trading strategy to a profit measure. This can be used to
tune parameters or to automate the development of trading strategies. To improve
the performance of a given algorithm, the data from the simulated trades can be
output and externally analyzed.

Appendix 2
Describes the CLS system, which is a Matlab-based research tool for classifica-
tion algorithms. It can be used for benchmarking, testing, and developing. The
CLS system also implements a number of standard classification algorithms: Neural
Networks, Discriminant, Linear regression, and K-nearest-neighbor. The evalua-
tion of performance is critical when developing classification algorithms, especially
those based on techniques with weak modeling that makes few assumptions about
the data-generating process. Some applications, prediction of stocks to name one,
present a delicate evaluation situation, since the expected performance for a working
algorithm is hard to distinguish from what you get by tossing a coin. Other needs
for proper evaluation of performance arise when new classification algorithms are
being developed and should be tested against other methods on a large number of
benchmark problems. This is of course a time-consuming process, often neglected in
both research and real applications. The computation of performance can be done
in a number of ways. The following options are implemented in the CLS system:
Separate testing and data sets, Full cross validation, N-fold cross validation, and N
runs with equally sized scrambled training and test sets. The CLS system was used
with the K-nearest-neighbor algorithm described in Paper 3.
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It’s a thousand pages, give or take a few
I’ll be writing more in a week or two
Paperback Writer, Lennon/McCartney
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