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#### Abstract

One may identify two main approaches to the description of type hierarchies. In total specification, a unique hierarchy is described. In open specification, a set of constraints identifies properties of the hierarchy, without providing a complete description. Open specification provides increased expressive power, but at the expense of considerable computational complexity, with essential tasks being NP-complete or NP-hard. In this work, a formal study of the structural and computational aspects of open specification is conducted, so that a better understanding of how techniques may be developed to address these complexities. In addition, a technique is presented, based upon Horn clauses, which allows one to obtain answers to certain types of queries on open specifications very efficiently.


## 1. Introduction

In recent years, grammatical formalisms based upon constraint-based parsing within the context of typed feature structures have become central within computational linguistics, the most prominent undoubtedly being HPSG [22]. As a result, numerous computational frameworks specifically designed for constraintbased reasoning on typed feature logics have emerged, among them ALE [5], TFS [24], and CUF [7]. Likewise, systems for representing and managing lexical information in a hierarchical fashion have appeared in recent years [3]. To function efficiently, all of these frameworks must first and foremost be capable of managing the associated type hierarchy effectively. ${ }^{1}$

All type hierarchies share some basic properties, such as the ability to express inheritance. However, beyond that, there is relatively little agreement as

[^0]to which properties are appropriate. It seems clear that these difference arise not because some systems embody the "correct" formalism while others do not, but rather because each system places distinct expectations upon the hierarchy. As with all forms of knowledge representation [19], there is a fundamental tradeoff between expressiveness and tractability in formalization of type hierarchies. In this paper, we examine aspects of the tradeoff which occurs when one moves from total specification, in which the entire hierarchy is specified explicitly, to constraint-based open specification ${ }^{2}$ in which the actual hierarchy is not completely specified, but rather may be of the models of a set of constraints.

It is fair to say that total specification is used far more frequently than is open specification. Indeed, the only system which we know of which supports open specification is CUF. ${ }^{3}$ It appears to be the case, at least in part, that open specification has been avoided because the computational overhead is perceived to be too high. This perception is reinforced by the fact that that the question of model existence in such a context is NP-complete [14]. Nonetheless, we feel that open specification can be a useful tool in some contexts, and it is therefore important to understand more about its representational aspects and computational complexity. In this paper, we take some steps towards this end.

The paper is organized as follows. In Sec. 2, a brief summary of the representational aspects of completely specified hierarchies is presented. Such a summary is important because even within that context, there is a critical distinction between distributive and nondistributive hierarchies which must be understood to appreciate fully the various aspects of open specification, since the latter is carried out in a distributive context. In Sec. 3, the basic ideas and structural aspects of open specification are presented. In Sec. 4, representations which are essential for the process of computing solutions to an open specification are developed. Finally, in Sec. 5, some efficient techniques for identifying properties of models in open specifications, based upon Horn clauses, are developed,

This paper may be viewed as a complement to [14]. In that work, the focus was largely upon developing the machinery necessary to show the satisfaction problem to be NP-complete. In this paper, we focus more on structural and algorithmic issues.

## 2. The Rôle of Distributivity

This paper is largely about the open specification of distributive hierarchies. However, to put that work in perspective, it is first necessary to identify the rea-

[^1]sons why distributivity is important. In this section, we present a brief overview of the rationale for requiring distributivity in ordinary, complete hierarchies.
2.1 Bounded and distributive lattices A lattice is bounded if it has a greatest element $T$ and a least element $\perp$. It is always assumed that $T$ and $\perp$ are distinct, so under this definition, a lattice must have at least two different elements. As a notational convention, a boldface symbol (e.g., L) will denote the entire algebraic structure, while the roman symbol $L$ will denote just the underlying set of elements. Thus, we write $\mathbf{L}=(L, \vee, \wedge, \top, \perp)$. A lattice is distributive [13, p. 30] if it satisfies $(a \vee b) \wedge c=(a \wedge c) \vee(b \wedge c)$ for all elements $a, b$, and $c$.
2.2 General semantics for total type hierarchies The syntactic component of a type hierarchy is just a finite bounded lattice (not necessarily distributive). However, a type hierarchy has a semantics as well, which identifies a collection of objects, together with a specification of which objects belong to which types. More formally, let $\mathbf{L}=(L, \vee, \wedge, \top, \perp)$ be a finite bounded lattice. A type semantics for $\mathbf{L}$ is a pair $\mathbf{S}=(\mathfrak{u}, \mathfrak{I})$, in which $\mathfrak{U}$ is a nonempty set, called the universe of objects, and $\mathfrak{I}: L \rightarrow \mathbf{2}^{\mathfrak{U}}$ is a function which associates a subset of $\mathfrak{u}$ to each type in $L$, subject to the conditions that $\mathfrak{I}(T)=\mathfrak{u}, \mathfrak{I}(\perp)=\emptyset$, and for $\tau_{1}, \tau_{2} \in L, \quad \tau_{1} \leq \tau_{2}$ implies $\mathfrak{I}\left(\tau_{1}\right) \subseteq \mathfrak{I}\left(\tau_{2}\right)$. The last condition expresses the critical concept of inheritance: if $\tau_{1} \leq \tau_{2}$, then every instance of $\tau_{1}$ is also an instance of $\tau_{2}$, and so every property which applies to an object of type $\tau_{2}$ also applies to (i.e., is inherited by) every object of type $\tau_{1}$.

The semantics $(\mathfrak{U}, \mathfrak{I})$ separates $\left\{\tau_{1}, \tau_{2}\right\} \in L$ if $\mathfrak{I}\left(\tau_{1}\right) \neq \mathfrak{I}\left(\tau_{2}\right)$, and is totally separating if it separates every pair $\left\{\tau_{1}, \tau_{2}\right\} \in L$. Note that $\{\top, \perp\}$ must be separated by any semantics $(\mathfrak{u}, \mathfrak{I})$, since $\mathfrak{u}$ is required to be nonempty.

Formally, a type hierarchy is a pair $\mathfrak{G}=(\mathbf{L},(\mathfrak{u}, \mathfrak{I}))$ in which $\mathbf{L}$ is a finite bounded lattice and $(\mathfrak{u}, \mathfrak{I})$ is a semantics for $\mathbf{L}$.
2.3 Natural meet semantics The fundamental operation in constraint-based parsing strategies is unification; the unification of two objects $x$ and $y$ results in a an object $x \sqcup y$ which has all of the attributes of both $x$ and $y$. In the context of typed unification, this means in particular that $x \sqcup y$ is of both the type of $x$ and the type of $y$. Thus, if $x$ is known to be of type $\tau_{x}$, and $y$ of type $\tau_{y}$, then $x \sqcup y$ must be of type $\tau_{x} \wedge \tau_{y}$. It follows that a type hierarchy which is used for constraint-based parsing must have the following property: A type hierarchy $\mathfrak{S}=(\mathbf{L},(\mathfrak{U}, \mathfrak{I}))$ satisfies the natural meet semantics if the following condition is satisfied for every $\tau_{1}, \tau_{2} \in L$ :

$$
\mathfrak{I}\left(\tau_{1} \wedge \tau_{2}\right)=\mathfrak{I}\left(\tau_{1}\right) \cap \mathfrak{I}\left(\tau_{2}\right)
$$

A lattice $\mathbf{L}$ is said to admit natural meet semantics if there is a semantics $(\mathfrak{u}, \mathfrak{I})$ for $\mathbf{L}$ which satisfies condition (nat- $\wedge$ ) above.
2.4 Existence of natural meet semantics Every bounded lattice $\mathbf{L}=$ ( $L, \vee, \wedge, \top, \perp$ ) admits a totally separating separating natural meet semantics.

Proof For each $\tau \in L \backslash \perp$, associate a distinct element $x_{\tau}$, and then put $\mathfrak{u}=$ $\left\{x_{\tau} \mid \tau \in L\right\}$. Define $\mathfrak{I}: L \rightarrow \mathfrak{U}$ by $\tau \mapsto\left\{x_{\sigma} \mid \sigma \leq \tau\right\}$. It is easy to see that
this semantics satisfies the condition (sem- $\wedge$ ), and it is totally separating by construction.
2.5 The role of distributivity In the systems ALE [5], TFS [24], and the ACQUILEX LKB [6], among others, the type hierarchies are not required to be distributive. In [4, pp. 15-17], Carpenter argues that type hierarchies should not be distributive. On the other hand, the CUF system [7] requires a distributive hierarchy. We shall now attempt to sort out how these apparently disparate points of view can exist.

Unification itself makes no use of the join operation; as outlined above, only the meet operation is used. Even though a bounded finite meet semilattice will necessarily have joins of any elements [13, Ch. 1, Sec. 3, Lem. 14], these joins are not used in the unification process, and so it is unnecessary to assign any computationally significant semantics to them. In short, only the natural meet semantics is relevant. Since the concept of distributivity can make sense only in a context in which there is a meaningful join as well as meet, distributivity plays no formal rôle in these contexts. As shown in 2.4, it is always possible to assign a complete meet semantics to a finite bounded lattice, regardless of any further properties such as distributivity or modularity.

CUF, on the other hand, was designed to support disjunctive unification [8], in which alternative parses are support via a meaningful semantics on the join operation. This indeed requires a distributive lattice.
2.6 Natural join semantics and natural semantics A type hierarchy $\mathfrak{G}=$ $(\mathbf{L},(\mathfrak{u}, \mathfrak{I}))$ satisfies the natural join semantics if the following condition is satisfied for every $\tau_{1}, \tau_{2} \in L$ :

$$
\begin{equation*}
\mathfrak{I}\left(\tau_{1} \vee \tau_{2}\right)=\mathfrak{I}\left(\tau_{1}\right) \cup \mathfrak{I}\left(\tau_{2}\right) \tag{nat-V}
\end{equation*}
$$

The type hierarchy $\mathfrak{G}$ is said to satisfy the natural semantics if it satisfies both condition (sem- $\wedge$ ) and (sem- $\vee$ ). Similarly, a lattice $\mathbf{L}$ is said to admit natural semantics if there is a semantics for $\mathbf{L}$ which satisfies both (sem- $\wedge$ ) and (sem- $\vee$ ).

The definitions of separating and totally separating natural semantics are analogous to those which apply to meet semantics.
2.7 Birkhoff-Stone representation of distributive lattices A lattice $\mathbf{L}$ is called a ring of sets if there is a set $S$ (called the basis) with the property that every $x \in L$ is a subset of $S$, and, furthermore, that for every $x, y \in L$, $x \vee y=x \cup y$ and $x \wedge y=x \cap y$. In other words, join is union and meet is intersection. In the case of a bounded lattice, it suffices to take $\top=S$. Such a lattice has a "built-in" semantics; let $S$ be the universe of objects, with the set of objects associated with an element $x \in L$ just $x$ itself.

The representation theorem of Birkhoff and Stone [13, Ch. 2, Sec. 1, Thm. 19] states that a lattice is distributive iff it is isomorphic to a ring of sets. It is furthermore possible to require that the ring be nonredundant, in the precise sense that if $s_{1}, s_{2} \in S$, then there is some $x \in L$ which contains one of $\left\{s_{1}, s_{2}\right\}$, but not both. (Otherwise, one of $\left\{s_{1}, s_{2}\right\}$ could be removed, with the resulting lattice isomorphic to the original one.)
2.8 Existence and algorithmic aspects $\operatorname{Let} \mathbf{L}=(L, \vee, \wedge, \top, \perp)$ be an arbitrary finite bounded lattice, and let $n=\operatorname{Card}(L)$ denote the cardinality of $L$.
(a) $\mathbf{L}$ admits a totally separating natural semantics iff it is distributive. This question is decidable in time $\Theta\left(n^{3}\right)$.
(b) It is decidable in time $\Theta\left(n^{3}\right)$ whether or not $\mathbf{L}$ admits a natural semantics.
(c) If $\mathbf{L}$ admits a natural semantics, it may be constructed in time $\Theta\left(n^{3}\right)$.

Proof The characterization is a consequence of the Birkhoff-Stone representation theorem. The $\Theta\left(n^{3}\right)$ algorithm arises from the fact that the distributive law involves triples of elements; it is only necessary to check each such triple in turn. The question of establishing a natural semantics involves construction of an appropriate quotient lattice via the congruence defined by nondistributive components. The details are not presented in this paper. The important point, however, is that the construction may be carried out in deterministic polynomial time.

## 3. Open Specification of Type Hierarchies

In open specification, a constraint-based specification replaces a complete description of the hierarchy. At least one existing system, CUF [7], has taken this approach. In this section, some basic issues surrounding such specifications are examined, including condition for existence of a model, size of models of models, and characterization of canonical models. Because the principal interest in such a framework lies within the domain of distributive hierarchies, attention has been restricted to that case.
3.1 Augmentation and interpretations A set of clean types is one which contains neither $\top$ nor $\perp$. For such a set, define $\operatorname{Aug}_{\perp}(P)=P \cup\{\perp\}, \operatorname{Aug}_{\top}(P)=$ $P \cup\{\top\}$, and $\operatorname{Aug}(P)=P \cup\{\perp, \top\}$. An interpretation of $P$ is a pair $I=(\mathbf{L}, f)$ in which $\mathbf{L}=(L, \vee, \wedge, \top, \perp)$ is a bounded distributive lattice and $f: \operatorname{Aug}(P) \rightarrow L$ is a function which is subject to the conditions that $f(\perp)=\perp$ and $f(T)=T$. The collection of all interpretations of $P$ is denoted $\operatorname{Interp}(P)$.
3.2 Open specifications Let $P$ be any finite set of clean types. The system of constraints over $P$ is defined to be the smallest set Constraints $(P)$ satisfying the following conditions.
$(\mathrm{c}-\leq):$ If $\tau_{1} \in \operatorname{Aug}_{\top}(P), \tau_{2} \in \operatorname{Aug}_{\perp}(P)$, then $\left(\tau_{1} \leq \tau_{2}\right) \in \operatorname{Constraints}(P)$.
(c- $\wedge$ ): If $\tau \in \operatorname{Aug}(P)$ and $S \subseteq P$ is nonempty, then $(\bigwedge S=\tau) \in \operatorname{Constraints(P).~}$
(c-V): If $\tau \in \operatorname{Aug}(P)$ and $S \subseteq P$ is nonempty, then $(\bigvee S=\tau) \in \operatorname{Constraints}(P)$.
$(\mathrm{c}-\neq)$ : If $\tau_{1} \in P, \tau_{2} \in \operatorname{Aug}(P)$, then $\left(\tau_{1} \neq \tau_{2}\right) \in \operatorname{Constraints}(P)$.
(c-Atom): If $\tau \in P$, then $\operatorname{Atom}(\tau) \in$ Constraints $(P)$.
An interpretation $I=(\mathbf{L}, f)$ satisfies the constraint $\varphi \in \operatorname{Constraints}(P)$, written $I \models \varphi$, if the appropriate rule given below is satisfied.
(sat- $\leq$ ): $I \models\left(\tau_{1} \leq \tau_{2}\right)$ iff $f\left(\tau_{1}\right) \leq f\left(\tau_{2}\right)$.
(sat- $\wedge): I \models(\bigwedge S=\tau)$ iff $\bigwedge\{f(\sigma) \mid \sigma \in S\}=f(\tau)$.
(sat-V): $I \models(\bigvee S=\tau)$ iff $\bigvee\{f(\sigma) \mid \sigma \in S\}=f(\tau)$.
(sat- $\neq$ ): $I \models\left(\tau_{1} \neq \tau_{2}\right)$ iff $f\left(\tau_{1}\right) \neq f\left(\tau_{2}\right)$.
(sat-Atom): $I \models \operatorname{Atom}(\tau)$ iff $f(\tau)$ is an atom in $\mathbf{L}$ (i.e., $\sigma \leq f(\tau)$ implies $\sigma=f(\tau)$ or $\sigma=\perp$ ).
An open specification is a pair $(P, \Phi)$, in which $P$ is a finite set of clean types and $\Phi \subseteq$ Constraints $(P)$. A model of $(P, \Phi)$ is an interpretation $I=(\mathbf{L}, f$ : $\operatorname{Aug}(P) \rightarrow L)$ for which $I \models \varphi$ holds for each $\varphi \in \Phi$. A model $(\mathbf{L}, f)$ of $(P, \Phi)$ is finite if $L$ is a finite set. The set of all models of $(P, \Phi)$ is denoted $\operatorname{Mod}(P, \Phi)$.

It is convenient to partition the constraints into two classes. Elements of the first three categories listed above $(\{\leq, \wedge, \vee\})$ are called positive constraints, while elements of the last two ( $\{\neq$, Atom $\}$ ) are called negative constraints. If $\Phi \subseteq$ Constraints $(P)$, then $\Phi^{+}$denotes the positive constraints over $P$, and $\Phi^{-}$the negative constraints. Similarly, Constraints ${ }^{+}(P)$ (resp. Constraints ${ }^{-}(P)$ ) denotes the set of positive (resp. negative) constraints contained in Constraints $(P)$.

It is important to note that other forms of constraints may be realized easily, even though they are not explicitly in this set. For example, a constraint of the form $\left(\tau_{1}=\tau_{2}\right)$ is equivalent to the pair of constraints $\left\{\left(\tau_{1} \leq \tau_{2}\right),\left(\tau_{2} \leq \tau_{1}\right)\right\}$. Likewise, the constraint $\left(\tau_{1}<\tau_{2}\right)$ may be viewed as an abbreviation for the set $\left\{\left(\tau_{1} \leq \tau_{2}\right),\left(\tau_{1} \neq \tau_{2}\right)\right\}$.
3.3 Canonical models In general, an open specification has a multitude of models. This situation arises for two reasons. First, it is always possible to augment a model with all sorts of extraneous types, without violating any constraints. For example, if $P_{1} \subseteq P_{2}$, and $\Phi$ is any set of constraints dealing only with symbols in $P_{1}$, then any model of $\left(P_{2}, \Phi\right)$ defines a model of $\left(P_{1}, \Phi\right)$. Second, a model may impose a constraint which is not mandated by the specification. For example, for the specification $(\{a, b\}, \emptyset)$, a model in which $(a=b)$ holds is quite permissible, even though it is not required to hold in all models.

The question thus arises as to whether, for a given open specification $(P, \Phi)$, there is a canonical model which (a) does not introduce any extraneous types, and (b) does not force any constraints not shared by all models. The answer is "yes," provided that $\Phi$ does not contain any constraints of the form $\operatorname{Atom}(\tau)$. Such a canonical model is the initial model, described as follows.

Let $(P, \Phi)$ be an open specification, and let $\left(\mathbf{L}_{1}, f_{1}: \operatorname{Aug}(P) \rightarrow L_{1}\right)$ and $\left(\mathbf{L}_{2}, f_{2}: \operatorname{Aug}(P) \rightarrow L_{2}\right)$ be models of $(P, \Phi)$. A morphism $h: M_{1} \rightarrow M_{2}$ is just a bounded lattice homomorphism $h: \mathbf{L}_{1} \rightarrow \mathbf{L}_{2}$ with the property that $f_{2}=h \circ f_{1}$. A model $N=(\mathbf{K}, i)$ for $(P, \Phi)$ is initial if, for every model $M=(\mathbf{L}, f)$ of $(P, \Phi)$, there is a unique morphism $h: N \rightarrow M$. It is a standard result from category theory that such initial constructions, when they exist, are unique up to isomorphism [16, Chap. 4, Sec. 7]. Thus, we may speak of the initial or canonical model. In this paper, the term canonical model will be taken to be synonymous with initial model. We prefer the term canonical model because it conveys a sense of its representational power, while initial model conveys a purely algebraic property.
3.4 The bounded distributive lattice of crowns over $P$ The definition of canonical model is abstract; however, it is useful to have a basic understanding of
its structural and combinatorial aspects. To this end, we provide a concrete construction, beginning with the situation $(P, \emptyset)$, in which there are no constraints. In that case, the canonical model is represented by the distributive lattice whose elements are $\top$, together with all expressions built up from elements of $P$ using $\wedge$ and $\vee$, subject to equivalence via the distributive laws. The idea of how such expressions are represented parallels closely the idea of disjunctive normal form $(D N F)$ from propositional logic [10, pp. 48-49]. Just as any formula in propositional logic may be converted to one in DNF (using the distributivity of the corresponding operations), so too may any expression in a distributive lattice be converted to an equivalent one in such a form. Specifically, we work with expressions of the following form,

$$
\left(a_{11} \wedge a_{12} \wedge . . \wedge a_{1 n_{1}}\right) \vee\left(a_{21} \wedge a_{22} \wedge . . \wedge a_{2 n_{2}}\right) \vee . . \vee\left(a_{m 1} \wedge a_{m 2} \wedge . . \wedge a_{m n_{m}}\right)
$$

in which the $a_{i j}$ 's are elements of $P$.
Such representations of individual elements in a lattice can easily be confused with expressions involving the lattice operations $\wedge$ and $\vee$. Therefore, an alternate notation is adopted. If $C_{i}=\left\{a_{i j} \mid 1 \leq j \leq n_{i}\right\}$, then the set representation of the above expression is $\left\{C_{1}, C_{2}, . ., C_{m}\right\}$. Thus, in the set representation, each element other than $T$ is represented by a set of subsets of elements of $P$.

There is one further problem; namely an element may have more than one representation. For example $(a \wedge b \wedge c) \vee(a \wedge b)$ and $(a \wedge b)$ are equivalent. To remedy this, we must disallow expressions in which the types in one of the disjuncts is a subset of those in another. This leads to a representation using co-chains, or crowns.

Let $T=\left\{C_{1}, C_{2}, . ., C_{n}\right\}$ be a set of subsets of $P$. Call $T$ a crown if for no two distinct indices $i$ and $j$ is it the case that $C_{i} \subseteq C_{j}$. Let Crown $(P)$ denote the set of all crowns of $P$, and let $\operatorname{Crown}_{\top}(P)$ denote $\operatorname{Crown}^{(P) \cup\{\top\} \text {. }}$

It is easy to see that the elements of $\operatorname{Crown}_{\top}(P)$ form a bounded distributive lattice, under natural operations. Specifically, the empty set $\emptyset$ is the bottom element $\perp$ of the lattice, and further operations are defined as follows.
$(\mathrm{cr}-\mathrm{V}):\left\{C_{1}, C_{2}, . ., C_{n}\right\} \vee\left\{D_{1}, D_{2}, . ., D_{m}\right\}=$

$$
\text { Crownify }\left(\left\{C_{1}, C_{2}, . ., C_{n}, D_{1}, D_{2}, . ., D_{m}\right\}\right)
$$

$(\operatorname{cr-}-\wedge):\left\{C_{1}, C_{2}, . ., C_{n}\right\} \wedge\left\{D_{1}, D_{2}, . ., D_{m}\right\}=$
Crownify $\left(\left\{C_{1} \cap D_{j} \mid 1 \leq i \leq n\right.\right.$ and $\left.\left.1 \leq j \leq m\right\}\right)$.
(The operation Crownify converts its argument into a crown by removing all subsumed subsets.) The lattice so constructed shall be denoted CrownLat( $(P)$.
3.5 Theorem For any set $P,\left(\operatorname{CrownLat}(P), \iota: P \rightarrow \operatorname{Crown}_{\top}(P)\right)$, with $\iota: \tau \mapsto$ $\{\{\tau\}\}$, is a canonical model over $(P, \emptyset)$.

Proof The proof is a standard free algebra construction [13, Ch. 1, Sec. 5].
3.6 Example Let $P=\{a, b\}$. Then $\operatorname{Crown}(P)=\{\{\emptyset\},\{\{a\}\},\{\{b\}\}$, $\{\{a, b\}\},\{\{a\},\{b\}\}\}$. The corresponding free lattice is leftmost in Fig. 1. (The other two lattices will be considered in 3.10 below.) This example also illustrates why there is a distinct element assigned to be $\top$, rather than just taking $\top$ to
be the largest crown consisting of all maximal subsets of $P$. The condition that $\top$ is the join of all elements in $P$ is a constraint, and not a condition which must be satisfied in all models.


Fig. 1. Three canonical lattices over $P=\{a, b\}$.
3.7 Combinatorics of the crown construction The size of the set of crowns grows very rapidly. For $P=\{a, b, c\}$, Crown $T(P)$ has eighteen elements. Specifically, $\operatorname{Crown}(\{a, b, c\})=\{\{\emptyset\},\{\{a\}\},\{\{b\}\},\{\{c\}\},\{\{a, b\}\},\{\{a, c\}\},\{\{b, c\}\}$, $\{\{a, b, c\}\}, \quad\{\{a\},\{b\}\}, \quad\{\{a\},\{c\}\}, \quad\{\{b\},\{c\}\}, \quad\{\{a, b\},\{c\}\}, \quad\{\{a, c\},\{b\}\}$, $\{\{b, c\},\{a\}\},\{\{a, b\},\{a, c\}\},\{\{a, b\},\{b, c\}\},\{\{a, c\},\{b, c\}\},\{\{a\},\{b\},\{c\}\}\}$.

In general, the number of elements in $\operatorname{Crown}(P)$ is much greater than $2^{n}$, although less than $2^{2^{n}}$. Thus, explicit construction of the canonical lattice for $(P, \Phi)$ is generally highly impractical. This is true even when $\Phi \neq \emptyset$, as shown below. Generally, although the canonical lattice will be smaller, it will still be very large.
3.8 Coalescing constraints and quotient lattices We now turn to the problem of characterizing the canonical lattice over an open specification $(P, \Phi)$ in which $\Phi$ is not empty. A congruence on $\mathbf{L}=(L, \vee, \wedge, \top, \perp)$ is an equivalence relation $\equiv$ on $L$ with the property that whenever $x_{1} \equiv x_{2}$ and $y_{1} \equiv y_{2}$ hold, then $x_{1} \vee y_{1}=x_{2} \vee y_{2}$ and $x_{1} \wedge y_{1}=x_{2} \wedge y_{2}$. It is well known that if (and only if) $\equiv$ is a congruence relation, the equivalence classes $L / \equiv$ of $L$ form a lattice $\mathbf{L} / \equiv$ under the induced operations [13, p. 21].

It is straightforward to show that any set of positive constraints on $P$ defines a congruence in a natural way. For $\tau \in P$, define $\operatorname{ECrown}(\tau)=\{\{\tau\}\}$, with $\operatorname{ECrown}(\perp)=\{\emptyset\}$ and $\operatorname{ECrown}(\top)=\top$. Then, for $\Phi \subseteq$ Constraints $^{+}(P)$, define $\equiv_{\Phi}$ to be the finest congruence relation on $\operatorname{Crown}_{\top}(P)$ which includes the following identifications.

$$
\begin{aligned}
&\left(\equiv_{\Phi^{-}} \leq\right): \text {If }\left(\tau_{1} \leq \tau_{2}\right) \in \Phi \text { with } \tau_{1}, \tau_{2} \in P, \text { then }\left\{\left\{\tau_{1}\right\},\left\{\tau_{2}\right\}\right\} \equiv_{\Phi}\left\{\left\{\tau_{2}\right\}\right\} . \\
& \text { If }(T \leq \tau) \in \Phi, \text { then }\{\{\tau\}\} \equiv_{\Phi} \top . \\
& \text { If }(\tau \leq \perp) \in \Phi, \text { then }\{\{\tau\}\} \equiv_{\Phi}\{\emptyset\} . \\
&\left(\equiv_{\Phi^{-}} \wedge\right): \text { If }(\bigwedge S=\tau) \in \Phi, \text { then }\{S\} \equiv_{\Phi} \text { ECrown }(\tau) . \\
&\left(\equiv_{\Phi^{-}-}\right): \text {If }(\bigvee S=\tau) \in \Phi, \text { then }\{\{\sigma\} \mid \sigma \in S\} \equiv_{\Phi} \operatorname{ECrown}(\tau) .
\end{aligned}
$$

Define $f_{\equiv_{\Phi}}: \operatorname{Aug}(P) \rightarrow \operatorname{Crown}_{\top}(P) / \equiv_{\Phi}$ by $\tau \mapsto[\{\{\tau\}\}]_{\equiv_{\Phi}}, \perp \mapsto[\{\emptyset\}]_{\equiv_{\Phi}}$, and $\top \mapsto[T]_{\equiv_{\Phi}}$.

We are now in a position to crystallize when and how an open specification has a model. For technical reasons, we first address the case in which there are no constraints of the form $\operatorname{Atom}(\tau)$.
3.9 Theorem - characterization of satisfiability Let $(P, \Phi)$ be any open specification with the property that $\Phi$ contains no constraints of the form Atom $(\tau)$. Then the following conditions are equivalent.
(a) $\operatorname{Mod}(P, \Phi)$ is nonempty.
(b) $(P, \Phi)$ has a finite canonical model, which is given by $\left.\operatorname{Crown}_{\top}(P) / \equiv_{\Phi}, f_{\equiv_{\Phi}}\right)$.
(c) $\equiv_{\Phi}$ contains more than one equivalence class and, for each $\left(\tau_{1} \neq \tau_{2}\right) \in$ $\Phi^{-},\left\{\left\{\tau_{1}\right\}\right\}$ and $\left\{\left\{\tau_{2}\right\}\right\}$ lie in distinct equivalence classes of $\equiv_{\Phi^{+}}$.

Proof First of all, assume that $\Phi$ contains only positive constraints. If $\equiv_{\Phi}$ contains only one equivalence class, then $\perp$ and $\top$ must collapse to the same element, which violates the definition of a bounded lattice. Thus, no model can exist. If there is more than one equivalence class, then the free algebra exists, as specified, using standard techniques for the construction of free lattices [13, Ch. 1, Sec. 5].

For the general case, note that an inequality constraint of the form $\left(\tau_{1} \neq \tau_{2}\right)$ does not alter the canonical model, but it may prevent its existence. More specifically, one first computes the canonical model for the positive constraints, and then tests to see whether the inequality constraints are satisfied in that canonical model. The condition identified in (c) exactly recaptures this situation.
3.10 Examples As in 3.6, let $P=\{a, b\}$, but now let $\Phi=\{(\bigvee\{a, b\}=$ $\top),(\bigwedge\{a, b\}=\perp)\}$. The corresponding canonical lattice is in the middle of Fig. 1. If we add the constraint $(a \neq b)$ to $\Phi$, this does not change the canonical model at all, since this constraint is already satisfied. Adding the constraint $(a \leq \perp)$ results in the rightmost lattice.
3.11 Dealing with atomic constraints The results of 3.9 do not address atomic constraints (i.e., Atom $(\tau)$ ), because the situation surrounding such constraints is much more difficult. For example, let $P=\{a, b\}$, and let $\Phi=$ $\{$ Atom $(a)$, Atom $(b)\}$. At first glance, it might appear that the leftmost lattice in Fig. 2 is an initial model for $(P, \Phi)$. However, this is not the case. The rightmost lattice in Fig. 2 also satisfies these constraints, yet it is not a homomorphic image of the one on the left, since on the left $[\{\{a\}\}] \wedge[\{\{b\}\}]=\perp$, yet on the right $[\{\{a\}\}]$ and $[\{\{b\}\}]$ are the same element, and so this value is also the meet. This type of behavior is typical of constraints such as $\operatorname{Atom}(\tau)$; initial models often do not exist.

From 3.9, we can deduce that in the absence of atomic constraints, when there is a model, there is a finite model. This is an extremely important result, since infinite hierarchies pose all sorts of conceptual and computational difficulties. Fortunately, this finite result remains valid even in the presence of atomic constraints, as shown below. It result must not be viewed as trivial or frivolous.


Fig. 2. Two candidates for initial lattices with constraints $\Phi=\{\operatorname{Atom}(a)$, Atom $(b)\}$.

There exist many classes of lattices (e.g., modular lattices) for which initial models may be infinite. See [13, Ch. 1, Sec. 5, Exer. 12]. From a computational point of view, it is indeed fortunate that the distributive model of a type hierarchy does not share this shortcoming, even in the presence of atomic constraints.
3.12 Theorem - finiteness of models Let $(P, \Phi)$ be a finite open specification.
(a) If $(P, \Phi)$ has a model, then it has a finite model.
(b) If $(P, \Phi)$ has a canonical model, then this initial model is finite.

Proof In both cases, the proof depends upon the observation that in any (not necessarily finite) distributive lattice, the sublattice generated by a finite set is itself finite. This is easily seen from the crown construction (3.4); under distributivity, there is only a finite number of distinct expressions which may be built up from a finite number of elements. Thus, if $(P, \Phi)$ has an infinite model, just extract the sublattice generated by $P \cup\{\top, \perp\}$; it is guaranteed to be finite. This also shows that any initial model must be finite, since the part not generated by $P \cup\{\top, \perp\}$ must be extraneous.
3.13 Complementation In many frameworks, including that of CUF [7], complementation is an implicit operation. Thus, every type $\tau$ has a complementary type $\bar{\tau}$ which satisfies the conditions $\tau \vee \bar{\tau}=\top$ and $\tau \wedge \bar{\tau}=\perp$. For reasons of space limitation, we have not developed explicit results for this extended framework. However, with minor modifications, all of the theoretical results of this section carry through in the presence of complementation. Particularly, in the crown construction of 3.4 , the sets of conjuncts (i.e., the $C_{i}$ 's) involve symbols of the form $a_{i j}$ and of the form $\overline{a_{i j}}$, subject to the condition that no set may contain both $a$ and $\bar{a}$. Needless to say, the size of the canonical model is even larger in the presence of implicit complements. In a general context, further information on the effect of including implicit complementation may be found in [14].

## 4. Basic Computational Techniques

The results on the size of the canonical model identified in 3.7 suggest that explicit construction of this lattice from an open specification is unrealistic,
except in the most limited of circumstances. Fortunately, it is not generally necessary to provide an explicit construction of the whole hierarchy. Often, it is sufficient to know whether a given open specification admits a model; that is, that it is not inconsistent. However, even for that question, we have the following rather negative result, which is proven in [14].
4.1 NP-completeness The question of whether a finite open specification $(P, \Phi)$ has a model is NP-complete, even when attention is restricted to positive sets of constraints.

Despite this negative result, it is important to identify basic solution techniques. In practice, NP-complete problems are dealt with effectively all the time using a a variety of strategies. Later, we shall look at some of these approaches, but first some basic results must be established.
4.2 Two-element interpretations The two-element lattice, denoted 2, contains $\{\perp, \top\}$ as its only elements. It is trivially distributive.

Let $(P, \Phi)$ be an open specification. A two-element interpretation for $(P, \Phi)$ is an interpretation of the form $(\mathbf{2}, f)$; thus $f: P \rightarrow\{\top, \perp\}$. The set of all two-elements interpretations for $(P, \Phi)$ is denoted $\operatorname{Interp}_{\mathbf{2}}(P, \Phi)$. The set of twoelement models is denoted $\operatorname{Mod}_{2}(P, \Phi)$.
4.3 Adequacy of two-element models $A$ positive open specification $(P, \Phi)$ has a model iff it has a two-element model.

Proof Let $(\mathbf{L}, g: P \rightarrow L)$ be a model of $(P, \Phi)$. In view of the Birkhoff-Stone representation theorem (2.7), we may take $\mathbf{L}$ to be a ring of sets. Let $s$ be any element from this ring which appears in some members of $L$, but not in all. Then, it is easily verified that $\left(\mathbf{2}, g_{s}: P \rightarrow\{\top, \perp\}\right)$ with $g_{s}: \tau \mapsto \top$ if $s \in g(\tau)$ and $g_{s}: \tau \mapsto \perp$ otherwise, is a two-element model. The converse is trivial.
4.4 Limitations of two-element models Two-element models are sufficient if one is interested only in positive constraints. However, they are inadequate for negative constraints. For example, let $P=\left\{\tau_{1}, \tau_{2}, \tau_{3}\right\}$, and let $\Phi=\left\{\left(\tau_{1} \neq\right.\right.$ $\left.\left.\tau_{2}\right),\left(\tau_{1} \neq \tau_{3}\right),\left(\tau_{2} \neq \tau_{3}\right)\right\}$. Then $(P, \Phi)$ cannot have a two-element model, because $\tau_{1}, \tau_{2}$, and $\tau_{3}$ must be distinct elements in the underlying lattice. Fortunately, it is possible to combine two-element models to obtain larger models which satisfy both positive and negative constraints, as we now show.
4.5 Product interpretations and representations A key notion in the construction of models for a general set of constraints is that of the product model. Let $(P, \Phi)$ be an open specification, and let $\mathcal{I}=\left\{\left(\mathbf{L}_{j}, g_{j}: \operatorname{Aug}(P) \rightarrow L_{j}\right) \mid j \in J\right\}$ be a finite set of interpretations of $(P, \Phi)$. Define the product interpretation $\Pi \mathcal{I}$ to be $\left(\prod_{j \in J} \mathbf{L}_{j}, g: \operatorname{Aug}(P) \rightarrow \prod_{j \in J} L_{j}\right) . \prod_{j \in J} \mathbf{L}_{j}$ is the product lattice, which is easily verified to be distributive.

Conversely, given an interpretation $I=(\mathbf{L}, g: \operatorname{Aug}(P) \rightarrow L)$, it is possible to construct a product interpretation which satisfies the same constraints. In view of 2.3.3, $\mathbf{L}$ may be taken to be a nonredundant ring of sets. Let $S$ be the basis
for such a ring. For each $s \in S$, define a two-element semantics $I_{s}=\left(\mathbf{2}, g_{s}\right.$ : $\operatorname{Aug}(P) \rightarrow\{\perp, \top\})$ with $g_{s}: \tau \mapsto \top$ if $s \in g(\tau)$ and $\tau \mapsto \perp$ otherwise, for $\tau \in P$. Then $\prod_{s \in S} I_{s}$ satisfies the same constraints as $I$.

We are now able to provide the main characterization theorem for existence and structure of models of open specifications.
4.6 Characterization of models of arbitrary open specifications $A n$ open specification $(P, \Phi)$ is satisfiable iff there is a finite nonempty family $\mathcal{I} \subseteq$ $\operatorname{Interp}_{\mathbf{2}}(P, \Phi)$ satisfying the following conditions.
(a) Each $\varphi \in \Phi^{+}$is satisfied by every $I \in \mathcal{I}$.
(b) Each $\varphi \in \Phi^{-}$of the form $\left(\tau_{1} \neq \tau_{2}\right)$ is satisfied by least one $I \in \mathcal{I}$.
(b) Each $\varphi \in \Phi^{-}$of the form $\operatorname{Atom}(\tau)$ is satisfied by exactly one $I \in \mathcal{I}$.
4.7 Model characterization via satisfiability in propositional logic We now turn to the question of computing two-element models for $(P, \Phi)$. The simplest and most direct approach is to reduce the problem to one of satisfiability in a propositional logic. Associate with $P$ a propositional logic whose propositional letters are $\left\{\mathfrak{r}_{\tau} \mid \tau \in \operatorname{Aug}(P)\right\}$. To each $\varphi \in \operatorname{Constraints}(P)$ is associated a propositional formula $\mathfrak{J}(\varphi)$, according to the table below. For a set $\Phi$ of constraints, define $\mathfrak{J}(\Phi)=\{\mathfrak{J}(\varphi) \mid \varphi \in \Phi\}$.

| Constraint $\varphi$ | Associated Logical Formula $\mathfrak{f}(\varphi)$ |
| :---: | :---: |
| $\tau_{1} \leq \tau_{2}$ | $\mathfrak{r}_{\tau_{1}} \Rightarrow \mathfrak{r}_{\tau_{2}}$ |
| $\bigvee_{i=1}^{n} \tau_{i}=\tau$ | $\mathfrak{r}_{\tau_{1}} \vee \mathfrak{r}_{\tau_{2}} \vee \ldots \vee \mathfrak{r}_{\tau_{n}} \Leftrightarrow \mathfrak{r}_{\tau}$ |
| $\bigwedge_{i=1}^{n} \tau_{i}=\tau$ | $\left.\mathfrak{r}_{\tau_{1} \wedge \mathfrak{r}_{\tau_{2}} \wedge \ldots \wedge \mathfrak{r}_{\tau_{n}} \Leftrightarrow \mathfrak{r}_{\tau}} \begin{array}{c} \\ \hline \tau_{1} \neq \tau_{2} \\ \hline \operatorname{Atom}(\tau) \\ \hline\end{array} \mathfrak{r}_{\tau_{1}} \Leftrightarrow \mathfrak{r}_{\tau_{2}}\right)$ |

Each stable interpretation $I$ of the propositional logic (i.e., a truth assignment to each proposition, with $\mathfrak{r}_{\top}$ true and $\mathfrak{r}_{\perp}$ false) naturally defines a two-element interpretation $\mathfrak{A}^{-1}(I)=\left(\mathbf{2}, g_{I}: \operatorname{Aug}(P) \rightarrow\{\perp, \top\}\right)$ of $P$ via $g_{I}: \tau \mapsto \top$ if $\mathfrak{r}_{\tau}$ is true in $I$, and $\tau \mapsto \perp$ otherwise. Thus, the two-element models of $(P, \Phi)$ are in natural bijective correspondence with the stable models of $\mathfrak{F}(\Phi)$.
4.8 Queries Given an open specification $(P, \Phi)$, we may wish to know whether certain other constraints are implied by this specification. For example, if $\Phi$ is the partial specification of a hierarchy, we may wish to know whether $\Phi$ forces $\tau_{1}=\tau_{2}$ to hold. A query is a question of the form "Does $\Phi \models \varphi$ hold?" with $\Phi \subseteq$ Constraints $(P)$ and $\varphi \in$ Constraints $(P)$. This question could can be posed formally as the two queries $\Phi \models\left(\tau_{1} \leq \tau_{2}\right)$ and $\Phi \models\left(\tau_{2} \leq \tau_{1}\right)$. Unfortunately, the complexity of answering queries is co-NP-complete [11, Sec. 7.1].
4.9 Theorem - complexity of query processing Let $P$ be any finite set. The question of whether $\Phi \models \varphi$ for $\Phi \subseteq$ Constraints $(P)$ and $\varphi \in$ Constraints $(P)$ is co-NP-complete, in the size of $P$.

Proof First of all, note that $\Phi \vDash \varphi$ holds iff $\Phi \cup\{\neg \varphi\}$ is unsatisfiable, where $\neg \varphi$ is the negation of the constraint $\varphi$, with the obvious semantics. The set Constraints $(P)$, together with logical negations of its elements, will be called the set of extended constraints over $P$.

Now deciding whether a set of extended constraints is satisfiable is at least as difficult as deciding whether or not a set of ordinary constraints (i.e., a subset of Constraints $(P)$ ) is satisfiable. Thus, in view of 4.1, it is NP-hard. On the other hand, it is also in NP, since we may guess at a solution and then test it in linear time. Thus, the problem of deciding the satisfiability of $\Phi \cup\{\varphi\}$ is NPcomplete. Consequently, the problem of deciding the unsatisfiability of such a set is co-NP-complete.

## 5. Efficient Consistency Checking using Horn Clauses

The results presented in the previous section paint a fairly negative picture of the tractability issues surrounding maintenance of type hierarchies which are openly specified. In particular, it may not be feasible to conduct a complete check of the admissibility of a specification. Under such circumstances, there are two tacts which may be taken. First, one may look for an efficient strategy which solves a limited number of problem instances completely. Second, one may look for an efficient strategy which works on any problem instance, but yields only partial information. In this section, we take the latter approach.

Horn clauses form an important class of sentences for a variety of reasons [20]. Particularly, in propositional logic, they admit very efficient inference mechanisms. While the best known inference algorithms for general propositional logic run in exponential time in the worst case, Horn-clause inference may be performed in linear time [9], [15]. In that which follows, we show how to use a Horn-clause formulation to detect forced equivalences in open specifications (that is, constraint sets $\Phi$ for which $\Phi \vDash\left(\tau_{1}=\tau_{2}\right)$ ). The result is not a mere query mechanism, but a procedure which generates a list of such equivalences. This technique improves substantially upon an earlier one presented in [14, Sec. 2.1], in simplicity, in improved computational complexity, and in extensibility.
5.1 Horn clauses In a propositional logic, a Horn clause is one in which at most one of the literals is positive. Usually, we will write the Horn clause $\neg p_{1} \vee \neg p_{2} \vee . . \vee \neg p_{n} \vee q$ in rule form, as $p_{1} \wedge p_{2} \wedge . . \wedge p_{n} \Rightarrow q$. If there is no positive literal, we will write $p_{1} \wedge p_{2} \wedge . . \wedge p_{n} \Rightarrow \mathbf{F}$, with $\mathbf{F}$ representing the proposition which is always false. Simple clauses consisting of one positive literal (e.g., p) are referred to as facts; the atom name itself will represent such clauses. The empty clause will be represented by $\mathbf{F}$.

For any set $\Psi$ of Horn clauses, define Facts $(\Psi)$ to be the set of all facts which are semantic consequences of $\Psi$. Facts $(\Psi)$ may be computed in time which is linear in the size of the clause set [9], [15].

We will also work with conjunctions of Horn clauses, as though they were clauses themselves. Thus, a formula such as $(p \wedge q \Rightarrow r \wedge s)$ is to be regarded as an abbreviation for the conjunction $(p \wedge q \Rightarrow r) \wedge(p \wedge q \Rightarrow s)$.
5.2 Exclusive-or constraints As noted above, inference on sets of Horn clauses is very fast; the best algorithms are linear in the size of the input set. Since the problem of determining satisfiability of an open specification is NP-complete (see 4.1 above), we certainly cannot expect Horn clauses to be a vehicle for the complete description of open specifications. Rather, some additional forms of representation must be employed to recapture completely such specifications.

A propositional formula of the form $p \oplus q$ is called an exclusive-or constraint, or xor-constraint, for short. The formula $p \oplus q$ is equivalent to $(p \vee q) \wedge(\neg p \vee \neg q)$. Such a constraint expresses the restriction that exactly one of two alternatives must be true. In the work reported in this section, the constraints identified in the table of 4.7 will be re-expressed using a combination of Horn clauses and xor-constraints. Such a representation carries the advantage that the "tractable" part of the representation (the Horn clauses) is completely separated from the "intractable" part (the xor-constraints). Effective computational techniques may then focus on the Horn part, looking for inconsistencies in the specification. While such a technique will not find all inconsistencies, it can find many, as we shall see.
5.3 The Horn clauses associated with an open specification Let $P$ be any finite set of clean types. Define two $\operatorname{Aug}(P)$-indexed sets of propositions, as follows: $\operatorname{Prop}_{\Uparrow}(P)=\left\{\mathfrak{p}_{\tau} \mid \tau \in \operatorname{Aug}(P)\right\} ; \operatorname{Prop}_{\Downarrow}(P)=\left\{\mathfrak{q}_{\tau} \mid \tau \in \operatorname{Aug}(P)\right\}$. $\operatorname{Prop}_{\Uparrow}(P)$ denotes $\operatorname{Prop}_{\Uparrow}(P) \cup \operatorname{Prop}_{\Downarrow}(P)$. Relative to a two-element interpretation $I=(\mathbf{2}, f)$, think of $\mathfrak{p}_{\tau}$ as representing the statement $f(\tau)=\top$, and $\mathfrak{q}_{\tau}$ representing $f(\tau)=\perp$.

Now let $\Phi$ be a set of constraints over $P$. For each $\varphi \in \Phi$, associate two sets of Horn clauses, over $\operatorname{Prop}_{\Uparrow}(P)$ and $\operatorname{Prop}_{\Downarrow}(P)$, according to the table below.

| $\varphi$ | $\operatorname{Rules}_{\Uparrow}(\{\varphi\})$ | $\operatorname{Rules}_{\Downarrow}(\{\varphi\})$ |
| :---: | :---: | :---: |
| $\left(\tau_{1} \leq \tau_{2}\right)$ | $\left(\mathfrak{p}_{\tau_{1}} \Rightarrow \mathfrak{p}_{\tau_{2}}\right)$ | $\mathfrak{q}_{\tau_{2}} \Rightarrow \mathfrak{q}_{\tau_{1}}$ |
| $\left(\bigvee_{i=1}^{n} \tau_{i}=\tau\right)$ | $\left(\mathfrak{p}_{\tau_{1}} \Rightarrow \mathfrak{p}_{\tau}\right), \ldots,\left(\mathfrak{p}_{\tau_{n}} \Rightarrow \mathfrak{p}_{\tau}\right)$ | $\left(\mathfrak{q}_{\tau} \Rightarrow \mathfrak{q}_{\tau_{1}}\right), \ldots,\left(\mathfrak{q}_{\tau} \Rightarrow \mathfrak{q}_{\tau_{n}}\right)$, <br> $\left(\mathfrak{q}_{\tau_{1}} \wedge \mathfrak{q}_{\tau_{2}} \wedge . . \wedge \mathfrak{q}_{\tau_{n}} \Rightarrow \mathfrak{q}_{\tau}\right)$ |
| $\left(\bigwedge_{i=1}^{n} \tau_{i}=\tau\right)$ | $\left(\mathfrak{p}_{\tau} \Rightarrow \mathfrak{p}_{\tau_{1}}\right), \ldots,\left(\mathfrak{p}_{\tau} \Rightarrow \mathfrak{p}_{\tau_{n}}\right)$, <br> $\left(\mathfrak{p}_{\tau_{1}} \wedge \mathfrak{p}_{\tau_{2}} \wedge . . \wedge \mathfrak{p}_{\tau_{n}} \Rightarrow \mathfrak{p}_{\tau}\right)$ | $\left(\mathfrak{q}_{\tau_{1}} \Rightarrow \mathfrak{q}_{\tau}\right), \ldots,\left(\mathfrak{q}_{\tau_{n}} \Rightarrow \mathfrak{q}_{\tau}\right)$ |
| $\left(\tau_{1} \neq \tau_{2}\right)$ | $\left(\mathfrak{p}_{\tau_{1}} \wedge \mathfrak{p}_{\tau_{2}} \Rightarrow \mathbf{F}\right)$ | $\left(\mathfrak{q}_{\left.\tau_{1} \wedge \mathfrak{q}_{\tau_{2}} \Rightarrow \mathbf{F}\right)}\right.$ |
| $\operatorname{Atom}(\tau)$ | $\left(\mathfrak{p}_{\tau}\right)$ | $\left(\mathfrak{q}_{\tau} \Rightarrow \mathbf{F}\right)$ |

For a set $\Phi \subseteq$ Constraints $(P)$, define

$$
\begin{aligned}
& \operatorname{Rules}_{\Uparrow}(\Phi)=\left\{\left(\mathfrak{p}_{\top}\right),\left(\mathfrak{p}_{\perp} \Rightarrow \mathbf{F}\right)\right\} \cup\left(\bigcup_{\varphi \in \Phi} \operatorname{Rules}_{\Uparrow}(\{\varphi\})\right) \\
& \operatorname{Rules}_{\Downarrow}(\Phi)=\left\{\left(\mathfrak{q}_{\perp}\right), \quad\left(\mathfrak{q}_{\top} \Rightarrow \mathbf{F}\right)\right\} \cup\left(\bigcup_{\varphi \in \Phi} \operatorname{Rules}_{\Downarrow}(\{\varphi\})\right) .
\end{aligned}
$$

These sets of clauses are called the $\Uparrow$-rules (resp. $\Downarrow$-rules) for $\Phi$. The notation is suggestive of the semantics of these rules. The $\uparrow$-rules express closure conditions
on the elements of $P$ which must be true in a two-element model $I=(\mathbf{2}, f)$, while the $\Downarrow$-rules express similar conditions on elements which must be false. Consider the generic constraint $\left(\bigvee_{i=1}^{n} \tau_{i}=\tau\right)$. If it holds, several things are implied. First of all, for each $i, \tau_{i} \leq \tau$. Thus, for any $i$, if $f\left(\tau_{i}\right)=\top$, then it must be that $f(\tau)=\top$ also. This condition is recaptured by the rule $\left(\mathfrak{p}_{\tau_{i}} \Rightarrow \mathfrak{p}_{\tau}\right)$. Similarly, if $f(\tau)=\perp$, then $f\left(\tau_{i}\right)=\perp$ must hold as well, and this is recaptured by the rule $\left(\mathfrak{q}_{\tau} \Rightarrow \mathfrak{q}_{\tau_{i}}\right)$. Furthermore, if $f\left(\tau_{i}\right)=\perp$ for each $i$, then the join condition mandates that $f(\tau)=\perp$ also; this is recaptured by the rule $\left(\mathfrak{q}_{\tau_{1}} \wedge \mathfrak{q}_{\tau_{2}} \wedge . . \wedge \mathfrak{q}_{\tau_{n}} \Rightarrow \mathfrak{q}_{\tau}\right)$. Note that there is no corresponding $\Uparrow$-rule in this case. The situation for a constraint of the form $\left(\bigwedge_{i=1}^{n} \tau_{i}=\tau\right)$ is completely analogous.

The rules in $\left\{\left(\mathfrak{p}_{\top}\right),\left(\mathfrak{p}_{\perp} \Rightarrow \mathbf{F}\right)\right\}$ and in $\left\{\left(\mathfrak{q}_{\perp}\right),\left(\mathfrak{q}_{\top} \Rightarrow \mathbf{F}\right)\right\}$ are called bound rules, because they assert that $f(\top)=\top$ and $f(\perp)=\perp$, respectively, for any two-element model $(\mathbf{2}, f)$ of $(P, \Phi)$.

In addition to the $\Uparrow$-rules and $\Downarrow$-rules, there are xor-constraints which assert that for any $\tau \in P$, exactly one of $f(\tau)=\perp$ and $f(\tau)=\perp$ must hold for any given two-element model $(\mathbf{2}, f)$. The XOR constraints, rule set, and total representation are defined as follows.

$$
\begin{aligned}
\operatorname{XOR}(P) & =\left\{\mathfrak{p}_{\tau} \oplus \mathfrak{q}_{\tau} \mid \tau \in P\right\} \\
\operatorname{Rules}(\Phi) & =\operatorname{Rules}_{\Uparrow}(\Phi) \cup \operatorname{Rules}_{\Downarrow}(\Phi) \\
\text { Total }_{\operatorname{Rep}}(P, \Phi) & =\operatorname{Rules}(\Phi) \cup \operatorname{XOR}_{(P)}(P)
\end{aligned}
$$

Finally, given a two-element interpretation $I=(\mathbf{2}, f)$ of $(P, \Phi)$, define the fact set of $I$ as $\operatorname{FactSet}(f)=\left\{\mathfrak{p}_{x} \mid x \in f^{-1}(\top)\right\} \cup\left\{\mathfrak{q}_{x} \mid x \in f^{-1}(\perp)\right\}$. Then, using the semantics which have been outlined above, it is easy to establish the following alternative to 4.7.
5.4 Characterization of two-element models Let $(P, \Phi)$ be an open specification, and let $I=(\mathbf{2}, f) \in \operatorname{Interp}_{\mathbf{2}}(P, \Phi)$. Then $I \in \operatorname{Mod}_{\mathbf{2}}(P, \Phi)$ iff the set FactSet $(f) \cup \operatorname{TotaIRep}(P, \Phi)$ of propositional formulas is satisfiable.
5.5 Example Let $P=\left\{\kappa_{i} \mid 1 \leq i \leq 6\right\}$, and let $\Phi=$ $\left\{\left(\bigvee\left\{\kappa_{1}, \kappa_{2}\right\}=\kappa_{5}\right),\left(\bigvee\left\{\kappa_{2}, \kappa_{3}\right\}=\kappa_{5}\right),\left(\bigvee\left\{\kappa_{1}, \kappa_{3}\right\}=\kappa_{4}\right),\left(\bigwedge\left\{\kappa_{2}, \kappa_{3}\right\}=\kappa_{6}\right)\right.$, $\left(\bigwedge\left\{\kappa_{1}, \kappa_{6}\right\}=\perp\right),\left(\left(\kappa_{5} \leq \kappa_{4}\right)\right\}$. The table below shows the associated rules.

$$
\begin{array}{|c|c|}
\hline \text { Rules }_{\Uparrow}(\Phi) & \text { Rules }_{\Downarrow}(\Phi) \\
\hline \hline \mathfrak{p}_{\kappa_{1}} \Rightarrow \mathfrak{p}_{\kappa_{4}} \wedge \mathfrak{p}_{\kappa_{5}} & \mathfrak{q}_{\kappa_{2}} \Rightarrow \mathfrak{q}_{\kappa_{6}} \\
\mathfrak{p}_{\kappa_{2}} \Rightarrow \mathfrak{p}_{\kappa_{5}} & \mathfrak{q}_{\kappa_{3}} \Rightarrow \mathfrak{q}_{\kappa_{6}} \\
\mathfrak{p}_{\kappa_{3}} \Rightarrow \mathfrak{p}_{\kappa_{4}} \wedge \mathfrak{p}_{\kappa_{5}} & \mathfrak{q}_{\kappa_{4}} \Rightarrow \mathfrak{q}_{\kappa_{1}} \wedge \mathfrak{q}_{\kappa_{3}} \wedge \mathfrak{q}_{\kappa_{5}} \\
\mathfrak{p}_{\kappa_{5}} \Rightarrow \mathfrak{p}_{\kappa_{4}} & \mathfrak{q}_{\kappa_{5}} \Rightarrow \mathfrak{q}_{\kappa_{1}} \wedge \mathfrak{q}_{\kappa_{2}} \wedge \mathfrak{q}_{\kappa_{3}} \\
\mathfrak{p}_{\kappa_{6}} \Rightarrow \mathfrak{p}_{\kappa_{2}} \wedge \mathfrak{p}_{\kappa_{3}} & \mathfrak{q}_{\kappa_{1}} \wedge \mathfrak{q}_{\kappa_{2}} \Rightarrow \mathfrak{q}_{\kappa_{5}} \\
\mathfrak{p}_{\kappa_{2}} \wedge \mathfrak{p}_{\kappa_{3}} \Rightarrow \mathfrak{p}_{\kappa_{6}} & \mathfrak{q}_{\kappa_{2}} \wedge \mathfrak{q}_{\kappa_{3}} \Rightarrow \mathfrak{q}_{\kappa_{5}} \\
\mathfrak{p}_{\kappa_{1}} \wedge \mathfrak{p}_{\kappa_{6}} \Rightarrow \mathfrak{p}_{\perp} & \mathfrak{q}_{\kappa_{1}} \wedge \mathfrak{q}_{\kappa_{3}} \Rightarrow \mathfrak{q}_{\kappa_{4}} \\
\mathfrak{p}_{\top} & \mathfrak{q}_{\top} \Rightarrow \mathbf{F} \\
\mathfrak{p}_{\perp} \Rightarrow \mathbf{F} & \mathfrak{q}_{\perp} \\
\hline
\end{array}
$$

Note that the rules $\left(\mathfrak{p}_{\perp} \Rightarrow \mathfrak{p}_{\kappa_{1}}\right)$, $\left(\mathfrak{p}_{\perp} \Rightarrow \mathfrak{p}_{\kappa_{6}}\right)$, $\left(\mathfrak{q}_{\kappa_{1}} \Rightarrow \mathfrak{q}_{\top}\right)$, and $\left(\mathfrak{q}_{\kappa_{6}} \Rightarrow \mathfrak{q}_{\top}\right)$ are not included in the table, even though they are formally members of the
appropriate rule set. Since $\mathfrak{p}_{\perp}$ is always false, and $\mathfrak{q}_{\top}$ is always true, they are trivial tautologies, and so may be omitted.

Next, define the two-element interpretations $I_{j}=\left(\mathbf{2}, f_{j}\right)$ for $1 \leq j \leq 7$ according to the following table.

| j | $f_{j}^{-1}(\mathrm{~T})$ | $f_{j}^{-1}(\perp)$ |
| :---: | :---: | :---: |
| 1 | $\left\{\kappa_{3}, \kappa_{4}, \kappa_{5}\right\}$ | $\left\{\kappa_{1}, \kappa_{2}, \kappa_{6}\right\}$ |
| 2 | $\left\{\kappa_{2}, \kappa_{4}, \kappa_{5}\right\}$ | $\left\{\kappa_{1}, \kappa_{3}, \kappa_{6}\right\}$ |
| 3 | $\emptyset$ | $\left\{\kappa_{1}, \kappa_{2}, \kappa_{3}, \kappa_{4}, \kappa_{5}, \kappa_{6}\right\}$ |
| 4 | $\left\{\kappa_{1}, \kappa_{2}, \kappa_{3}, \kappa_{4}, \kappa_{5}, \kappa_{6}\right\}$ | $\emptyset$ |
| 5 | $\left\{\kappa_{1}, \kappa_{4}\right\}$ | $\left\{\kappa_{2}, \kappa_{3}, \kappa_{5}, \kappa_{6}\right\}$ |
| 6 | $\left\{\kappa_{1}, \kappa_{2}, \kappa_{3}, \kappa_{4}, \kappa_{5}\right\}$ | $\left\{\kappa_{6}\right\}$ |
| 7 | $\left\{\kappa_{1}, \kappa_{2}, \kappa_{3}, \kappa_{4}, \kappa_{5}, \kappa_{6}\right\}$ | $\emptyset$ |

$I_{1}, I_{2}$, and $I_{3}$, are easily verified to be models of $(P, \Phi)$. Indeed, it is not difficult to see that they are the only two-element models. On the other hand, $I_{4}$ fails to be a model, since $\left(\mathfrak{p}_{\kappa_{1}} \wedge \mathfrak{p}_{\kappa_{6}} \Rightarrow \mathfrak{p}_{\perp}\right)$ would then mandate that $\perp \in f_{4}^{-1}(T)$, an impossibility. $I_{5}$ fails to be a model of $(P, \Phi)$, since the rule $\left(\mathfrak{p}_{\kappa_{1}} \Rightarrow \mathfrak{p}_{\kappa_{4}} \wedge \mathfrak{p}_{\kappa_{5}}\right)$ mandates that $\kappa_{5} \in f_{5}^{-1}(\top)$, contradicting $\kappa_{5} \in f_{5}^{-1}(\perp)$. Similarly, $I_{6}$ is not a model of $(P, \Phi)$, since the rule $\left(\mathfrak{p}_{\kappa_{2}} \wedge \mathfrak{p}_{\kappa_{3}} \Rightarrow \mathfrak{p}_{\kappa_{6}}\right)$ mandates that $\kappa_{6} \in f_{6}^{-1}(T)$, contradicting $\kappa_{6} \in f_{6}^{-1}(\perp)$. Finally, $I_{7}$ is not a model, since the rule $\left(\mathfrak{p}_{\kappa_{1}} \wedge \mathfrak{p}_{\kappa_{6}} \Rightarrow\right.$ $\left.\mathfrak{q}_{\perp}\right)$ requires that at least one of $\left\{\kappa_{1}, \kappa_{6}\right\}$ lie in $f_{7}^{-1}(\perp)$.

Now let $\Phi^{\prime}=\Phi \cup\left\{\left(\kappa_{4} \neq \kappa_{5}\right)\right\}$. Then $\operatorname{TotalRep}\left(P, \Phi^{\prime}\right)=\operatorname{TotalRep}(P, \Phi) \cup$ $\left\{\left(\mathfrak{p}_{\kappa_{4}} \wedge \mathfrak{p}_{\kappa_{5}} \Rightarrow \mathbf{F}\right),\left(\mathfrak{q}_{\kappa_{4}} \wedge \mathfrak{q}_{\kappa_{5}} \Rightarrow \mathbf{F}\right)\right\}$. It is easy to see that $(P, \Phi)$ has no model. Indeed, $\left\{\left(\mathfrak{q}_{\kappa_{5}} \Rightarrow \mathfrak{q}_{\kappa_{1}} \wedge \mathfrak{q}_{\kappa_{2}} \wedge \mathfrak{q}_{\kappa_{3}}\right),\left(\mathfrak{q}_{\kappa_{1}} \wedge \mathfrak{q}_{\kappa_{3}} \Rightarrow \mathfrak{q}_{\kappa_{4}}\right)\right\} \vDash\left(\mathfrak{q}_{\kappa_{5}} \Rightarrow \mathfrak{q}_{\kappa_{4}}\right)$, and since $\left(\mathfrak{q}_{\kappa_{4}} \Rightarrow\right.$ $\left.\mathfrak{q}_{\kappa_{5}}\right)$ also holds, this means that for any two-element model $(\mathbf{2}, f), \kappa_{4} \in f^{-1}(\perp)$ iff $\kappa_{5} \in f^{-1}(\perp)$. Thus, $f\left(\kappa_{4}\right)=f\left(\kappa_{5}\right)$. This is impossible, hence there can be no model of $(P, \Phi)$.
5.6 Static consistency checking Let $(P, \Phi)$ be an open specification. For any set $X \subseteq \operatorname{Prop}_{\Uparrow}(P)$, $\operatorname{Facts}(X \cup \operatorname{Rules}(\Phi))$ may be computed very efficiently - in time proportional to the size of $\Phi$. The idea behind static consistency checking is to compute $\operatorname{Facts}(X \cup \operatorname{Rules}(\Phi))$ for each member $X$ of a judiciously chosen set of subsets of $\operatorname{Prop}_{\widehat{\mathbb{}}}(P)$. From this computation, many properties of solutions may be detected. One such example is provided by $(P, \Phi)$ of 5.5. The condition $\left(\kappa_{4}=\kappa_{5}\right)$ holds in every model, as the failure of $\left(P, \Phi^{\prime}\right)$ to have a model confirms. In 5.5 , this failure was shown via a direct proof, which essentially posed $\left(\kappa_{4}=\kappa_{5}\right)$ as a query. To check each such condition separately would require a great deal of computational resources. With a static consistency check, on the other hand, we can identify a large number of such conditions at one time. We now develop the machinery to perform such checks systematically. First, observe the following result, which follows immediately from the definition of the fact set.
5.7 Utility of fact closure Let $(P, \Phi)$ be an open specification, and let $X \subseteq$ $\operatorname{Prop}_{\hat{N}}(P)$. Then $\operatorname{Rules}(\Phi) \vDash(\bigwedge X) \Rightarrow(\bigwedge \operatorname{Facts}(X \cup \operatorname{Rules}(\Phi)))$. In other words, the process of computing $\operatorname{Facts}(X \cup \operatorname{Rules}(\Phi))$ may essentially be viewed as one of
applying the rules in $\operatorname{Rules}(\Phi)$ to $X$. (Note: $\bigwedge$ denotes logical conjunction here, not lattice join.)
5.8 Aggregate complexity for fact closure $\operatorname{Let}(P, \Phi)$ be an open specification, and let $\mathbf{S}$ be a set of subsets of $\operatorname{Prop}_{\hat{\mathbb{1}}}(P)$. Then the set of sets $\{\operatorname{Facts}(S \cup$ $\operatorname{Rules}(\Phi)) \mid S \in \mathbf{S}\}$ may be computed in time $\Theta(n+r \cdot s+r \cdot \log (r))$, with $n$ the cardinality of $P, s$ is the number of set in $\mathbf{S}$, and $r$ is the sum of the lengths of the rules in $\operatorname{Rules}(\Phi))$.

Proof The proof rests largely upon results found in [9] and [15]. The process is broken into two steps. There is a total of $2(n+2)$ propositions in $\operatorname{Prop}_{\Uparrow}(P) \cup$ $\operatorname{Prop}_{\Downarrow}(P)$. Assign each proposition a natural-number tag in $\{0, . ., 2 n+3\}$. This takes time $\Theta(n)$. Next, sort the propositions in each antecedent set of each clause. This takes time $\Theta(r \cdot \log (r))$.

After this preconditioning, the computation of each Facts $(S \cup \operatorname{Rules}(\Phi))$ takes just $\Theta(r)$ time, using the techniques in the above-cited references. The total time for all elements of $S$ is thus $\Theta(s \cdot r)$. Combining these, the running time for the entire algorithm is $\Theta(n+r \cdot \log (r)+s \cdot r)$.
5.9 Singleton Associations Let $(P, \Phi)$ be an open specification, and let $p \in$ $\operatorname{Prop}_{\mathbb{N}}(P)$. The singleton associates of $p$, denoted $\operatorname{SingAsc}(p)$, is just Facts $(\{p\} \cup$ $\operatorname{Rules}(\Phi))$. In words, $\operatorname{SingAsc}(p)$ is the set of all propositions in $\operatorname{Prop}_{\mathbb{N}}(P)$ which can be deduced from $p$ alone, using the rules in $\operatorname{Rules}(\Phi)$.
5.10 Example Let $(P, \Phi)$ be as in 5.5. Here are the singleton associates.

| $x$ | $\operatorname{Sing} \operatorname{Asc}\left(\mathfrak{p}_{x}\right)$ | $\operatorname{SingAsc}\left(\mathfrak{q}_{x}\right)$ |
| :---: | :---: | :---: |
| $\kappa_{1}$ | $\left\{\mathfrak{p}_{\kappa_{1}}, \mathfrak{p}_{\kappa_{4}}, \mathfrak{p}_{\kappa_{5}}\right\}$ | $\left\{\mathfrak{q}_{\kappa_{1}}\right\}$ |
| $\kappa_{2}$ | $\left\{\mathfrak{p}_{\kappa_{2}}, \mathfrak{p}_{\kappa_{4}}, \mathfrak{p}_{\kappa_{5}}\right\}$ | $\left\{\mathfrak{q}_{\kappa_{2}}, \mathfrak{q}_{\kappa_{6}}\right\}$ |
| $\kappa_{3}$ | $\left\{\mathfrak{p}_{\kappa_{3}}, \mathfrak{p}_{\kappa_{4}}, \mathfrak{p}_{\kappa_{5}}\right\}$ | $\left\{\mathfrak{q}_{\kappa_{3}}, \mathfrak{q}_{\kappa_{6}}\right\}$ |
| $\kappa_{4}$ | $\left\{\mathfrak{p}_{\kappa_{4}}\right\}$ | $\left\{\mathfrak{q}_{\kappa_{1}}, \mathfrak{q}_{\kappa_{3}}, \mathfrak{q}_{\kappa_{4}}, \mathfrak{q}_{\kappa_{5}}\right\}$ |
| $\kappa_{5}$ | $\left\{\mathfrak{p}_{\kappa_{4}}, \mathfrak{p}_{\kappa_{5}}\right\}$ | $\left\{\mathfrak{q}_{\kappa_{1}}, \mathfrak{q}_{\kappa_{2}}, \mathfrak{q}_{\kappa_{3}}, \mathfrak{q}_{\kappa_{4}}, \mathfrak{q}_{\kappa_{5}}\right\}$ |
| $\kappa_{6}$ | $\left\{\mathfrak{p}_{\kappa_{2}}, \mathfrak{p}_{\kappa_{3}}, \mathfrak{p}_{\kappa_{6}}\right\}$ | $\left\{\mathfrak{q}_{\kappa_{6}}\right\}$ |
| $\perp$ | $\left\{\mathfrak{p}_{\perp}\right\}$ | $\left\{\mathfrak{q}_{\perp}\right\}$ |
| $\top$ | $\left\{\mathfrak{p}_{\top}\right\}$ | $\left\{\mathfrak{q}_{\top}\right\}$ |

The information that $\left(\kappa_{4}=\kappa_{5}\right)$ is easily recovered from these data. Indeed, note that $\mathfrak{q}_{\kappa_{5}} \in \operatorname{Sing} \operatorname{Asc}\left(\mathfrak{p}_{\kappa_{4}}\right)$ and that $\mathfrak{q}_{\kappa_{4}} \in \operatorname{SingAsc}\left(\mathfrak{p}_{\kappa_{5}}\right)$. In light of 5.7, this means that both $\left(\mathfrak{q}_{\kappa_{4}} \Rightarrow \mathfrak{q}_{\kappa_{5}}\right)$ and $\left(\mathfrak{q}_{\kappa_{5}} \Rightarrow \mathfrak{q}_{\kappa_{4}}\right)$ are logical consequences of Rules $(\Phi)$. Thus, for any $(\mathbf{2}, f) \in \operatorname{Mod}_{2}(\Phi), f\left(\kappa_{4}\right)=\perp$ iff $f\left(\kappa_{4}\right)=\perp$. Thus, it must be the case that $f\left(\kappa_{4}\right)=f\left(\kappa_{5}\right)$. We now develop a means of discovering such associations systematically.
5.11 The static equivalence Define the relation $\preceq_{\Phi}^{1}$ on $\operatorname{Prop}_{\mathbb{1}}(\Phi)$ by $p \preceq_{\Phi}^{1} q$ iff $q \in \operatorname{Sing} \operatorname{Asc}(p)$. The transitive closure of $\preceq_{\Phi}^{1}$ is denoted by $\preceq_{\Phi}^{1}$. The equivalence relation $\equiv_{\Phi}^{1}$ places into a single equivalence class all elements which lie in the same cycle in $\overline{\preceq_{\Phi}^{1}}$. Formally, $p \equiv_{\Phi}^{1} q$ iff $p \overline{\preceq_{\Phi}^{1}} q$ and $q \overline{\preceq_{\Phi}^{1}} p$.

In the above example, only $\mathfrak{q}_{\kappa_{4}} \equiv{ }_{\Phi}^{1} \mathfrak{q}_{\kappa_{5}}$.
5.12 The complexity of determining static equivalence Let $(P, \Phi)$ be an open specification. Then, with $n$, $r$, and $s$ defined as in 5.8, there is an algorithm which computes $\equiv_{\Phi}^{1}$ from $(P, \Phi)$ in worst-case time $\Theta\left(n^{3}+n \cdot r+r \cdot \log (r)\right)$.

Proof There are $2 n+4(=O(n))$ distinct sets of the form $\operatorname{SingAsc}(p)$, two for each element of $\operatorname{Aug}(P)$. Transitive closure has the same computational complexity as matrix multiplication $[18,10.3 .6]$; thus, the equivalence relation $\equiv_{\Phi}^{1}$ may be computed in time $\Theta\left(n^{3}\right)$ from $\left\{\operatorname{Facts}(\{p\} \cup \operatorname{Rules}(\Phi)) \mid p \in \operatorname{Prop}_{\sqrt{ }}(P)\right\}$. Thus, in view of 5.8 , the total complexity is $\Theta\left(n^{3}\right)+\Theta(n+r \cdot s+r \cdot \log (r))=$ $\Theta\left(n^{3}+n \cdot r+r \cdot \log (r)\right)$.

The above bound is a substantial improvement over $\Theta\left(n^{4} \cdot r \cdot \log (r)\right)$ which was reported for the algorithm in [14, Sec. 2.1]. The general idea also lends itself to extension, as outlined below.
5.13 Higher-level static consistency checking Although the technique just described detects many element equivalences, it cannot find them all. As a concrete example, consider the open specification $(P, \Phi)$ with $P=\left\{\tau_{i} \mid 1 \leq i \leq 5\right\}$, and $\Phi=\left\{\left(\tau_{i} \vee \tau_{j}=\tau_{4}\right) \mid 1 \leq i<j \leq 3\right\} \cup\left\{\left(\tau_{i} \wedge \tau_{j}=\tau_{5}\right) \mid 1 \leq i<j \leq 3\right\}$. It is not difficult to see that all five elements of $P$ must be collapsed to the same value in any model. However, this fact is not detected by the static equivalence algorithm of 5.11 . It can, however, be detected with a higher-level static consistency check, which works with sets of the form $\operatorname{Facts}(X, \Phi)$, with $X$ a subset of $\operatorname{Prop}_{\hat{N}}(P)$ of size at most two. Thus, the technique of static consistency checking may be extended. Indeed, if we work with all sets of the form $\operatorname{Facts}(X, \Phi)$ for $X$ any subset of $\operatorname{Prop}_{\mathbb{1}}(P)$, then consistency checking may be made complete. Unfortunately, the computational complexity which results when all subsets of $P$ are considered yields no advantage over direct satisfaction testing. What may prove promising, though, is to work with all subsets of a small size bound, say two or three. The complexity is still quite manageable, yet many inconsistencies may be detected. This approach is not elaborated further here.

## 6. Conclusions and Further Directions

Open specification clearly imposes a substantial computational burden. Therefore, a decision to employ it must be measured carefully. As implied by the work in Sec. 2, the first question to ask is whether or not natural semantics are needed for both meet and join. If only natural meet semantics is needed, then open specification, as described in this paper, is not an issue. ${ }^{4}$ However, if one is interested manipulating general classes of representations which involve disjunction, then it may be a necessity, although alternatives to managing limited disjunction have been proposed and implemented [12]. We cannot and do not address the

[^2]adequacy of such approaches rather we proceed under the assumption that join semantics, and hence distributive hierarchies, are desired.

As illustrated by the construction of 3.7 , complete representation of a distributive hierarchy will generally be infeasible. (See also [14, Sec. 0] for some examples.) Therefore, it would seem that open specification is the only alternative. Although we have presented an efficient method for determining certain implied constraints in Sec. 5, such techniques, by themselves, cannot counterbalance the NP-hardness of the underlying problems. Rather, techniques for tackling these underlying problems directly must be developed. Fortunately, NP-hard problems are very common, and there is a substantial body of research on computational methods [17]. However, most of these techniques deal with optimization problems, in which the notion of an approximate answer makes sense. On the other hand, as made clear in 4.7, the questions involved in open specification are related closely to satisfiability questions for logical formulas; such problems do not admit useful notions of approximation. Fortunately, there is an active body of research on such problems, as well as a library of tools known SATLIB - The Satisfiability Library, which is available on the world-wide web. Our next steps in addressing the problems of open specification must clearly be experimental ones, and will proceeds as follows.

1. Direct solution of the associated logic problems, as characterized in 4.7, will be addressed using SATLIB tools such as GSAT [23], a tool which is effective in the solution of large satisfiability problems.
2. A study of techniques related to re-use. One of the features of the satisfiability problems surrounding open specification is that not one, but a whole family of satisfiability problems (one for each two-element model) must be obtained. It is clear from the results of Sec. 4, and 4.7 in particular, that the members of the families of formulas to be solved are closely related; they may differ in only slightly. Therefore, techniques which solve whole families of related formulas in a fashion more efficient than solving each individually must be developed. As far as we know, such techniques are not part of current work on the subject.
3. The alternate characterization of two element models presented in 5.4 suggests that techniques which address re-use in the specific context of Horn and XORconstraints, may prove useful. As far as we know, SATLIB-style results for such specially conditioned formulas do not exist at this time.
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[^0]:    ${ }^{1}$ By "type hierarchy," we mean the static hierarchy of (parameterless) types which underlies the typing mechanism of the feature structures. We do not include the recursively specified types which also form an integral part of grammars which are specified using such systems. In CUF [7], the static types are called types, and the (often parameterized) recursive types are called sorts, but there is no universal agreement, and other terminology, or even the opposite terminology, is often used. Pollard and Sag [22], for example, use the term sort to characterize that which we call type.

[^1]:    ${ }^{2}$ In [21, Sec. 3.1], the term open specification is used in a different way, in a discussion contrasting ALE to Troll [12]. We see this terminological overloading as a non-issue, provided authors are careful to indicate which definitions are in force in their writings.
    ${ }^{3}$ In his work A ̈̈t-Kaci [1], [2] has used a crown construction to complete hierarchies which may not have all glb's. However, this technique always associates a unique completion with a specification. Thus, we regard it as a means of extracting a total specification from an incomplete specification, rather than one of open modelling.

[^2]:    ${ }^{4}$ It is unclear whether the idea of open specification of meet-only hierarchies is interesting, or nontrivial. We know of no existing work on the topic, and no systems which embody the idea.

