Computational and Structural Aspects
of Openly Specified Type Hierarchies

Stephen J. Hegner

Umea University
Department of Computing Science
S-901 87 Umea, Sweden
hegner@cs.umu.se
http://www.cs.umu.se/ hegner

Abstract. One may identify two main approaches to the description of
type hierarchies. In total specification, a unique hierarchy is described.
In open specification, a set of constraints identifies properties of the hi-
erarchy, without providing a complete description. Open specification
provides increased expressive power, but at the expense of considerable
computational complexity, with essential tasks being NP-complete or
NP-hard. In this work, a formal study of the structural and computa-
tional aspects of open specification is conducted, so that a better un-
derstanding of how techniques may be developed to address these com-
plexities. In addition, a technique is presented, based upon Horn clauses,
which allows one to obtain answers to certain types of queries on open
specifications very efficiently.

1. Introduction

In recent years, grammatical formalisms based upon constraint-based parsing
within the context of typed feature structures have become central within com-
putational linguistics, the most prominent undoubtedly being HPSG [22]. As a
result, numerous computational frameworks specifically designed for constraint-
based reasoning on typed feature logics have emerged, among them ALE [5],
TFS [24], and CUF [7]. Likewise, systems for representing and managing lexi-
cal information in a hierarchical fashion have appeared in recent years [3]. To
function efficiently, all of these frameworks must first and foremost be capable
of managing the associated type hierarchy effectively.!

All type hierarchies share some basic properties, such as the ability to ex-
press inheritance. However, beyond that, there is relatively little agreement as

! By “type hierarchy,” we mean the static hierarchy of (parameterless) types which
underlies the typing mechanism of the feature structures. We do not include the
recursively specified types which also form an integral part of grammars which are
specified using such systems. In CUF [7], the static types are called types, and the
(often parameterized) recursive types are called sorts, but there is no universal agree-
ment, and other terminology, or even the opposite terminology, is often used. Pollard
and Sag [22], for example, use the term sort to characterize that which we call type.



to which properties are appropriate. It seems clear that these difference arise not
because some systems embody the “correct” formalism while others do not, but
rather because each system places distinct expectations upon the hierarchy. As
with all forms of knowledge representation [19], there is a fundamental tradeoff
between expressiveness and tractability in formalization of type hierarchies. In
this paper, we examine aspects of the tradeoff which occurs when one moves
from total specification, in which the entire hierarchy is specified explicitly, to
constraint-based open specification? in which the actual hierarchy is not com-
pletely specified, but rather may be of the models of a set of constraints.

It is fair to say that total specification is used far more frequently than is
open specification. Indeed, the only system which we know of which supports
open specification is CUF.? It appears to be the case, at least in part, that
open specification has been avoided because the computational overhead is per-
ceived to be too high. This perception is reinforced by the fact that that the
question of model existence in such a context is NP-complete [14]. Nonetheless,
we feel that open specification can be a useful tool in some contexts, and it is
therefore important to understand more about its representational aspects and
computational complexity. In this paper, we take some steps towards this end.

The paper is organized as follows. In Sec. 2, a brief summary of the represen-
tational aspects of completely specified hierarchies is presented. Such a summary
is important because even within that context, there is a critical distinction be-
tween distributive and nondistributive hierarchies which must be understood to
appreciate fully the various aspects of open specification, since the latter is car-
ried out in a distributive context. In Sec. 3, the basic ideas and structural aspects
of open specification are presented. In Sec. 4, representations which are essential
for the process of computing solutions to an open specification are developed.
Finally, in Sec. 5, some efficient techniques for identifying properties of models
in open specifications, based upon Horn clauses, are developed,

This paper may be viewed as a complement to [14]. In that work, the focus
was largely upon developing the machinery necessary to show the satisfaction
problem to be NP-complete. In this paper, we focus more on structural and
algorithmic issues.

2. The Role of Distributivity

This paper is largely about the open specification of distributive hierarchies.
However, to put that work in perspective, it is first necessary to identify the rea-

2 In [21, Sec. 3.1], the term open specification is used in a different way, in a discussion
contrasting ALE to Troll [12]. We see this terminological overloading as a non-issue,
provided authors are careful to indicate which definitions are in force in their writings.

% In his work Ait-Kaci [1], [2] has used a crown construction to complete hierarchies
which may not have all glb’s. However, this technique always associates a unique
completion with a specification. Thus, we regard it as a means of extracting a total
specification from an incomplete specification, rather than one of open modelling.



sons why distributivity is important. In this section, we present a brief overview
of the rationale for requiring distributivity in ordinary, complete hierarchies.

2.1 Bounded and distributive lattices A lattice is bounded if it has a great-
est element T and a least element 1. It is always assumed that T and L are
distinct, so under this definition, a lattice must have at least two different ele-
ments. As a notational convention, a boldface symbol (e.g., L) will denote the
entire algebraic structure, while the roman symbol L will denote just the under-
lying set of elements. Thus, we write L = (L,V, A, T, L). A lattice is distributive
[13, p. 30] if it satisfies (avb)ac = (anc)v(bac) for all elements a, b, and c.

2.2 General semantics for total type hierarchies The syntactic compo-
nent of a type hierarchy is just a finite bounded lattice (not necessarily dis-
tributive). However, a type hierarchy has a semantics as well, which identifies
a collection of objects, together with a specification of which objects belong to
which types. More formally, let L = (L,V, A, T, L) be a finite bounded lattice.
A type semantics for L is a pair S = (I, F), in which W is a nonempty set, called
the universe of objects, and § : L — 2% is a function which associates a subset
of U to each type in L, subject to the conditions that 3(T) =U, F(L) = 0, and
for 71,7 € L, 7 < 75 implies 3(71) C F(72). The last condition expresses the
critical concept of inheritance: if 7, < 79, then every instance of 7 is also an
instance of 79, and so every property which applies to an object of type 7 also
applies to (i.e., is inherited by) every object of type 71.

The semantics (U,3) separates {m1, 72} € L if 3(m1) # J(72), and is totally
separating if it separates every pair {r, 72} € L. Note that {T, L} must be
separated by any semantics (U, %), since U is required to be nonempty.

Formally, a type hierarchy is a pair § = (L, (1,%)) in which L is a finite
bounded lattice and (U,J) is a semantics for L.

2.3 Natural meet semantics The fundamental operation in constraint-based
parsing strategies is unification; the unification of two objects z and y results in
a an object x Uy which has all of the attributes of both z and y. In the context
of typed unification, this means in particular that x LIy is of both the type of x
and the type of y. Thus, if = is known to be of type 7., and y of type 7,, then
x Uy must be of type 7, A 7,. It follows that a type hierarchy which is used
for constraint-based parsing must have the following property: A type hierarchy
9 = (L, (U,5)) satisfies the natural meet semantics if the following condition is
satisfied for every 71,79 € L:

3(m A2) =3(m) N3(12) (nat-A)

A lattice L is said to admit natural meet semantics if there is a semantics (U, F)
for L which satisfies condition (nat-A) above.

2.4 Existence of natural meet semantics FEvery bounded lattice L =
(L,V,A, T, 1) admits a totally separating separating natural meet semantics.

Proof For each 7 € L\ L, associate a distinct element z,, and then put U =
{z. | 7 € L}. Define 3 : L — Wby 7 — {x, | 0 < 7}. It is easy to see that



this semantics satisfies the condition (sem-A), and it is totally separating by
construction. O

2.5 The role of distributivity In the systems ALE [5], TFS [24], and the
ACQUILEX LKB [6], among others, the type hierarchies are not required to be
distributive. In [4, pp. 15-17], Carpenter argues that type hierarchies should not
be distributive. On the other hand, the CUF system [7] requires a distributive
hierarchy. We shall now attempt to sort out how these apparently disparate
points of view can exist.

Unification itself makes no use of the join operation; as outlined above, only
the meet operation is used. Even though a bounded finite meet semilattice will
necessarily have joins of any elements [13, Ch. 1, Sec. 3, Lem. 14], these joins
are not used in the unification process, and so it is unnecessary to assign any
computationally significant semantics to them. In short, only the natural meet
semantics is relevant. Since the concept of distributivity can make sense only in
a context in which there is a meaningful join as well as meet, distributivity plays
no formal réle in these contexts. As shown in 2.4, it is always possible to assign
a complete meet semantics to a finite bounded lattice, regardless of any further
properties such as distributivity or modularity.

CUF, on the other hand, was designed to support disjunctive unification [8],
in which alternative parses are support via a meaningful semantics on the join
operation. This indeed requires a distributive lattice.

2.6 Natural join semantics and natural semantics A type hierarchy $ =
(L, (M, %)) satisfies the natural join semantics if the following condition is satisfied
for every 7,10 € L:

(1 V 12) =3(m1) US(12) (nat-V)

The type hierarchy $ is said to satisfy the natural semantics if it satisfies both
condition (sem-A) and (sem-V). Similarly, a lattice L is said to admit natural
semantics if there is a semantics for L which satisfies both (sem-A) and (sem-V).

The definitions of separating and totally separating natural semantics are
analogous to those which apply to meet semantics.

2.7 Birkhoff-Stone representation of distributive lattices A lattice L is
called a ring of sets if there is a set S (called the basis) with the property
that every x € L is a subset of S, and, furthermore, that for every z,y € L,
zVy=aUy and z Ay = zNy. In other words, join is union and meet is
intersection. In the case of a bounded lattice, it suffices to take T = S. Such a
lattice has a “built-in” semantics; let S be the universe of objects, with the set
of objects associated with an element x € L just x itself.

The representation theorem of Birkhoff and Stone [13, Ch. 2, Sec. 1, Thm.
19] states that a lattice is distributive iff it is isomorphic to a ring of sets. It
is furthermore possible to require that the ring be nonredundant, in the precise
sense that if s1, s5 € S, then there is some € L which contains one of {s1, s2},
but not both. (Otherwise, one of {s1, s2} could be removed, with the resulting
lattice isomorphic to the original one.)



2.8 Existence and algorithmic aspects Let L = (L,V,A, T, L) be an arbi-

trary finite bounded lattice, and let n = Card(L) denote the cardinality of L.

(a) L admits a totally separating natural semantics iff it is distributive. This
question is decidable in time ©(n?).

(b) It is decidable in time ©(n®) whether or not L admits a natural semantics.

(c) If L admits a natural semantics, it may be constructed in time O(n?).

Proof The characterization is a consequence of the Birkhoff-Stone representation
theorem. The ©(n?) algorithm arises from the fact that the distributive law
involves triples of elements; it is only necessary to check each such triple in
turn. The question of establishing a natural semantics involves construction of
an appropriate quotient lattice via the congruence defined by nondistributive
components. The details are not presented in this paper. The important point,
however, is that the construction may be carried out in deterministic polynomial
time. O

3. Open Specification of Type Hierarchies

In open specification, a constraint-based specification replaces a complete de-
scription of the hierarchy. At least one existing system, CUF [7], has taken this
approach. In this section, some basic issues surrounding such specifications are
examined, including condition for existence of a model, size of models of mod-
els, and characterization of canonical models. Because the principal interest in
such a framework lies within the domain of distributive hierarchies, attention
has been restricted to that case.

3.1 Augmentation and interpretations A set of clean types is one which
contains neither T nor L. For such a set, define Aug, (P) = PU{Ll}, Aug(P) =
PU{T}, and Aug(P) = PU{L, T}. An interpretation of P is a pair I = (L, f) in
which L = (L,V,A, T, 1) is a bounded distributive lattice and f : Aug(P) — L
is a function which is subject to the conditions that f(1) = L and f(T) = T.
The collection of all interpretations of P is denoted Interp(P).

3.2 Open specifications Let P be any finite set of clean types. The system
of constraints over P is defined to be the smallest set Constraints(P) satisfying
the following conditions.
<): If 1 € Augr(P), 72 € Aug, (P), then (11 < 72) € Constraints(P).
): If 7 € Aug(P) and S C P is nonempty, then (A S = 7) € Constraints(P).
): If 7 € Aug(P) and S C P is nonempty, then (\/ S = 7) € Constraints(P).
#): If 1y € P, 72 € Aug(P), then (71 # 72) € Constraints(P).
c-Atom): If 7 € P, then Atom(7) € Constraints(P).

An interpretation I = (L, f) satisfies the constraint ¢ € Constraints(P),
written I |= ¢, if the appropriate rule given below is satisfied.
(sat-<): I = (11 < 7o) iff f(71) < f(72).
(sat-A): T (AS =7) il ALf(o) | o € S} = f(7).

c-
c-A
c-V
c-
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(
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(sat-V): T = (\/S=1)iff V{f(o)|o € S} = f(7).

(sat-#): I (11 # 72) if f(11) # f(72).

(sat-Atom): I |= Atom(7) iff f(7) is an atom in L (i.e., 0 < f(7) implies o = f(7)
oro=1).

An open specification is a pair (P,®), in which P is a finite set of clean
types and @ C Constraints(P). A model of (P, ®) is an interpretation I = (L, f :
Aug(P) — L) for which I = ¢ holds for each ¢ € &. A model (L, f) of (P, ®) is
finite if L is a finite set. The set of all models of (P, ®) is denoted Mod(P, P).

It is convenient to partition the constraints into two classes. Elements of
the first three categories listed above ({<, A, V}) are called positive constraints,
while elements of the last two ({#,Atom}) are called negative constraints. If
& C Constraints(P), then &+ denotes the positive constraints over P, and &~ the
negative constraints. Similarly, Constraints™ (P) (resp. Constraints™ (P)) denotes
the set of positive (resp. negative) constraints contained in Constraints(P).

It is important to note that other forms of constraints may be realized easily,
even though they are not explicitly in this set. For example, a constraint of the
form (7, = 72) is equivalent to the pair of constraints {(11 < 7)), (12 < 71)}.
Likewise, the constraint (71 < 72) may be viewed as an abbreviation for the set

{1 < 7). (11 # )}

3.3 Canonical models In general, an open specification has a multitude of
models. This situation arises for two reasons. First, it is always possible to aug-
ment a model with all sorts of extraneous types, without violating any con-
straints. For example, if P, C P,, and @ is any set of constraints dealing only
with symbols in P;, then any model of (P, ®) defines a model of (P;,®). Second,
a model may impose a constraint which is not mandated by the specification.
For example, for the specification ({a, b}, ), a model in which (a = b) holds is
quite permissible, even though it is not required to hold in all models.

The question thus arises as to whether, for a given open specification (P, ®),
there is a canonical model which (a) does not introduce any extraneous types,
and (b) does not force any constraints not shared by all models. The answer is
“yes,” provided that ¢ does not contain any constraints of the form Atom(r).
Such a canonical model is the initial model, described as follows.

Let (P,®) be an open specification, and let (Ly, f1 : Aug(P) — L;) and
(La, f2 : Aug(P) — Ls) be models of (P,®). A morphism h : M; — M> is just a
bounded lattice homomorphism A : L; — Lo with the property that fo = ho fi.
A model N = (K,i) for (P,®) is initial if, for every model M = (L, f) of
(P, ®), there is a unique morphism h : N — M. It is a standard result from
category theory that such initial constructions, when they exist, are unique up to
isomorphism [16, Chap. 4, Sec. 7]. Thus, we may speak of the initial or canonical
model. In this paper, the term canonical model will be taken to be synonymous
with initial model. We prefer the term canonical model because it conveys a
sense of its representational power, while initial model conveys a purely algebraic
property.

3.4 The bounded distributive lattice of crowns over P The definition of
canonical model is abstract; however, it is useful to have a basic understanding of



its structural and combinatorial aspects. To this end, we provide a concrete con-
struction, beginning with the situation (P, (), in which there are no constraints.
In that case, the canonical model is represented by the distributive lattice whose
elements are T, together with all expressions built up from elements of P using
A and V, subject to equivalence via the distributive laws. The idea of how such
expressions are represented parallels closely the idea of disjunctive normal form
(DNF) from propositional logic [10, pp. 48-49]. Just as any formula in propo-
sitional logic may be converted to one in DNF (using the distributivity of the
corresponding operations), so too may any expression in a distributive lattice
be converted to an equivalent one in such a form. Specifically, we work with
expressions of the following form,

(a11 A a2 AN alnl) V (CL21 A a99 AN a2n2) V.V (aml A aAm2 VARAN amnm)

in which the a;;’s are elements of P.

Such representations of individual elements in a lattice can easily be confused
with expressions involving the lattice operations A and V. Therefore, an alternate
notation is adopted. If C; = {a;; | 1 < j < n;}, then the set representation of
the above expression is {C4,Cy,..,Cy}. Thus, in the set representation, each
element other than T is represented by a set of subsets of elements of P.

There is one further problem; namely an element may have more than one
representation. For example (a Ab A c) V (a Ab) and (a A b) are equivalent.
To remedy this, we must disallow expressions in which the types in one of the
disjuncts is a subset of those in another. This leads to a representation using
co-chains, or crowns.

Let T = {C4,Cy,..,Cp} be a set of subsets of P. Call T a crown if for no two
distinct indices ¢ and j is it the case that C; C Cj. Let Crown(P) denote the set
of all crowns of P, and let Crown+(P) denote Crown(P)U {T}.

It is easy to see that the elements of CrownT (P) form a bounded distributive
lattice, under natural operations. Specifically, the empty set @ is the bottom
element L of the lattice, and further operations are defined as follows.

(CI'—\/)Z {Cl7 CQ, ey Cn} V {Dl, Dg, ooy Dm} =
Crownify({Ch CQ, ooy Cn, Dl, DQ, oy Dm})
(cr—/\): {Ch Co, .., Cn} A {Dl, Do, .., Dm} =
Crownify({C1ND; |1 <i<mnmand1l<j<m}).
(The operation Crownify converts its argument into a crown by removing all
subsumed subsets.) The lattice so constructed shall be denoted CrownlLat(P).

3.5 Theorem For any set P, (CrownLat(P), ¢ : P — CrownT(P)), with ¢ : 7
{{7}}, is a canonical model over (P,0).

Proof The proof is a standard free algebra construction [13, Ch. 1, Sec. 5]. O

3.6 Example Let P = {a,b}. Then Crown(P) = {{0},{{a}},{{b}},
{{a,b}}, {{a},{b}}}. The corresponding free lattice is leftmost in Fig. 1. (The
other two lattices will be considered in 3.10 below.) This example also illustrates
why there is a distinct element assigned to be T, rather than just taking T to



be the largest crown consisting of all maximal subsets of P. The condition that
T is the join of all elements in P is a constraint, and not a condition which must
be satisfied in all models.

T

{{a}, {b}} {{a}, {03} =T {{v}} = {{a}, {03} =T

{{a}} {{v}} {{a}} {{v}}

/

{{a, b}} {{a, 0}y ={0} =L {{a}} = {{a,0}} ={0} = L

{0y = L

Fig. 1. Three canonical lattices over P = {a, b}.

3.7 Combinatorics of the crown construction The size of the set of crowns
grows very rapidly. For P = {a, b, ¢}, CrownT(P) has eighteen elements. Specif-
ically, Crown({a,b,c}) = ({0}, {{a}}, {{0}}, {{ch}, {{a.b}}, {{a,ch}, {{b.c}},
Hab e}, {({ah{01h, (ab {chh {Bh i), ({a.b}{chh, {la,ch {o}},
{{b.c}. {a}}, {{a,b},{a,c}}, {{a,b},{b,c}}, {{a,c}, {b,c}}, {{a} {b}, {c}}}.

In general, the number of elements in Crown(P) is much greater than 2",
although less than 22". Thus, explicit construction of the canonical lattice for
(P, ®) is generally highly impractical. This is true even when & # (), as shown
below. Generally, although the canonical lattice will be smaller, it will still be
very large.

3.8 Coalescing constraints and quotient lattices We now turn to the prob-
lem of characterizing the canonical lattice over an open specification (P, ®) in
which @ is not empty. A congruence on L = (L,V,A, T,L) is an equivalence
relation = on L with the property that whenever x1 = 22 and y; = ys hold,
then x1 Vy; = 22 Vy2 and x1 A yp = x2 A ya. It is well known that if (and only
if) = is a congruence relation, the equivalence classes L/ = of L form a lattice
L/ = under the induced operations [13, p. 21].

It is straightforward to show that any set of positive constraints on P de-
fines a congruence in a natural way. For 7 € P, define ECrown(7) = {{7}},
with ECrown(L) = {0} and ECrown(T) = T. Then, for & C Constraints®(P),
define =4 to be the finest congruence relation on Crown+(P) which includes the
following identifications.

(=¢-<): If (11 < T2) € & with 71,72 € P, then {{n1},{7m2}} =o {{m2}}.
If (T<r7)ed,then {{r}} =5 T.
If (1 < 1) € P, then {{r}} =4 {0}.
(=¢-N): If (NS =7) € D, then {S} =4 ECrown(7).
(=¢-V): If (VS =7) € P, then {{o} | 0 € S} =4 ECrown(7).
Define f=, : Aug(P) — Crownr (P)/ =g by 7 — [{r}}]=,. L > [{0}]=,, and
T—[Tlz

=



We are now in a position to crystallize when and how an open specification
has a model. For technical reasons, we first address the case in which there are
no constraints of the form Atom(r).

3.9 Theorem — characterization of satisfiability Let (P,®) be any
open specification with the property that @ contains no constraints of the form
Atom(T1). Then the following conditions are equivalent.
(a) Mod(P,®) is nonempty.
(b) (P,®) has a finite canonical model, which is given by
(CrownT(P)/=s, f=,)-
(¢) =¢ contains more than one equivalence class and, for each (11 # T2) €
&, {{n1}} and {{m2}} lie in distinct equivalence classes of =+ .

Proof First of all, assume that @ contains only positive constraints. If =¢ con-
tains only one equivalence class, then | and T must collapse to the same element,
which violates the definition of a bounded lattice. Thus, no model can exist. If
there is more than one equivalence class, then the free algebra exists, as specified,
using standard techniques for the construction of free lattices [13, Ch. 1, Sec. 5].

For the general case, note that an inequality constraint of the form
(11 # T2) does not alter the canonical model, but it may prevent its existence.
More specifically, one first computes the canonical model for the positive con-
straints, and then tests to see whether the inequality constraints are satisfied
in that canonical model. The condition identified in (¢) exactly recaptures this
situation. O

3.10 Examples As in 3.6, let P = {a,b}, but now let & = {(\{a,b} =
T), (A{a,b} = L1)}. The corresponding canonical lattice is in the middle of
Fig. 1. If we add the constraint (a # b) to @, this does not change the canoni-
cal model at all, since this constraint is already satisfied. Adding the constraint
(a < 1) results in the rightmost lattice.

3.11 Dealing with atomic constraints The results of 3.9 do not address
atomic constraints (i.e., Atom(7)), because the situation surrounding such con-
straints is much more difficult. For example, let P = {a,b}, and let & =
{Atom(a), Atom(b)}. At first glance, it might appear that the leftmost lattice
in Fig. 2 is an initial model for (P, ®). However, this is not the case. The right-
most lattice in Fig. 2 also satisfies these constraints, yet it is not a homomorphic
image of the one on the left, since on the left [{{a}}] A [{{b}}] = L, yet on the
right [{{a}}] and [{{b}}] are the same element, and so this value is also the meet.
This type of behavior is typical of constraints such as Atom(r); initial models
often do not exist.

From 3.9, we can deduce that in the absence of atomic constraints, when
there is a model, there is a finite model. This is an extremely important result,
since infinite hierarchies pose all sorts of conceptual and computational difficul-
ties. Fortunately, this finite result remains valid even in the presence of atomic
constraints, as shown below. It result must not be viewed as trivial or frivolous.



T T

{{a}, {b}}
/ \ {{a}, {p}} = {{a}} =
{{v}} = {{a,b}}

{{a,0}} = {0} = L L= {0}

{{a}} {{v}}

Fig. 2. Two candidates for initial lattices with constraints & = {Atom(a), Atom(b)}.

There exist many classes of lattices (e.g., modular lattices) for which initial mod-
els may be infinite. See [13, Ch. 1, Sec. 5, Exer. 12]. From a computational point
of view, it is indeed fortunate that the distributive model of a type hierarchy
does not share this shortcoming, even in the presence of atomic constraints.

3.12 Theorem — finiteness of models Let (P,®) be a finite open specifica-
tion.

(a) If (P,®) has a model, then it has a finite model.
(b) If (P,®) has a canonical model, then this initial model is finite.

Proof In both cases, the proof depends upon the observation that in any (not
necessarily finite) distributive lattice, the sublattice generated by a finite set is
itself finite. This is easily seen from the crown construction (3.4); under distribu-
tivity, there is only a finite number of distinct expressions which may be built
up from a finite number of elements. Thus, if (P, ®) has an infinite model, just
extract the sublattice generated by PU{T, L}; it is guaranteed to be finite. This
also shows that any initial model must be finite, since the part not generated by
PU{T, L} must be extraneous. O

3.13 Complementation In many frameworks, including that of CUF [7], com-
plementation is an implicit operation. Thus, every type 7 has a complementary
type T which satisfies the conditions 7vV7 = T and 7AT = L. For reasons of space
limitation, we have not developed explicit results for this extended framework.
However, with minor modifications, all of the theoretical results of this section
carry through in the presence of complementation. Particularly, in the crown
construction of 3.4, the sets of conjuncts (i.e., the C;’s) involve symbols of the
form a;; and of the form @;;, subject to the condition that no set may contain
both a and a@. Needless to say, the size of the canonical model is even larger in
the presence of implicit complements. In a general context, further information
on the effect of including implicit complementation may be found in [14].

4. Basic Computational Techniques

The results on the size of the canonical model identified in 3.7 suggest that
explicit construction of this lattice from an open specification is unrealistic,

10



except in the most limited of circumstances. Fortunately, it is not generally
necessary to provide an explicit construction of the whole hierarchy. Often, it is
sufficient to know whether a given open specification admits a model; that is,
that it is not inconsistent. However, even for that question, we have the following
rather negative result, which is proven in [14].

4.1 NP-completeness The question of whether a finite open specification
(P,®) has a model is NP-complete, even when attention is restricted to posi-
tive sets of constraints. O

Despite this negative result, it is important to identify basic solution techniques.
In practice, NP-complete problems are dealt with effectively all the time using
a a variety of strategies. Later, we shall look at some of these approaches, but
first some basic results must be established.

4.2 Two-element interpretations The two-element lattice, denoted 2, con-
tains {1, T} as its only elements. It is trivially distributive.

Let (P,®) be an open specification. A two-element interpretation for (P, ®)
is an interpretation of the form (2, f); thus f : P — {T,L}. The set of all
two-elements interpretations for (P, ®) is denoted Interp, (P, ®@). The set of two-
element models is denoted Moda (P, ®).

4.3 Adequacy of two-element models A positive open specification (P,®)
has a model iff it has a two-element model.

Proof Let (L, g : P — L) be a model of (P,®). In view of the Birkhoff-Stone
representation theorem (2.7), we may take L to be a ring of sets. Let s be any
element from this ring which appears in some members of L, but not in all.
Then, it is easily verified that (2, gs: P — {T,L}) with g5 : 7+— T if s € g(7)
and g; : 7 — | otherwise, is a two-element model. The converse is trivial. O

4.4 Limitations of two-element models Two-element models are sufficient
if one is interested only in positive constraints. However, they are inadequate
for negative constraints. For example, let P = {71, 72,73}, and let & = {(r; #
T2), (11 # 73), (72 # 73)}. Then (P, ) cannot have a two-element model, because
Ty, T2, and 73 must be distinct elements in the underlying lattice. Fortunately, it
is possible to combine two-element models to obtain larger models which satisfy
both positive and negative constraints, as we now show.

4.5 Product interpretations and representations A key notion in the con-
struction of models for a general set of constraints is that of the product model.
Let (P, ®) be an open specification, and let Z = {(L;, g, : Aug(P) — L;) | j € J}
be a finite set of interpretations of (P, ®). Define the product interpretation [[Z
tobe ([[;c;Lj, g: Aug(P) — [[;cs Ly)- [, Ly is the product lattice, which
is easily verified to be distributive.

Conversely, given an interpretation I = (L, g : Aug(P) — L), it is possible to
construct a product interpretation which satisfies the same constraints. In view
of 2.3.3, L may be taken to be a nonredundant ring of sets. Let S be the basis
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for such a ring. For each s € S, define a two-element semantics I, = (2, g :
Aug(P) — {L,T}) with gs : 7 — T if s € g(7) and 7 — L otherwise, for 7 € P.
Then [[,cg Is satisfies the same constraints as /.

We are now able to provide the main characterization theorem for existence
and structure of models of open specifications.

4.6 Characterization of models of arbitrary open specifications An
open specification (P,®) is satisfiable iff there is a finite nonempty family T C
Interpy (P, @) satisfying the following conditions.

(a) Each ¢ € T is satisfied by every I € T.

(b) Each ¢ € &~ of the form (11 # T2) is satisfied by least one I € T.

(b) Each ¢ € &~ of the form Atom(7) is satisfied by exactly one I € T.
O

4.7 Model characterization via satisfiability in propositional logic We
now turn to the question of computing two-element models for (P, ®). The sim-
plest and most direct approach is to reduce the problem to one of satisfiability in
a propositional logic. Associate with P a propositional logic whose propositional
letters are {v, | 7 € Aug(P)}. To each ¢ € Constraints(P) is associated a propo-
sitional formula §(¢), according to the table below. For a set @ of constraints,
define §(®) = {§(¢) | ¢ € 2}.

’Constraint go\Associated Logical Formula 8((,0)‘

T < T2 Ly = bry
n L

Vi mi=7 Lry VI,V oo VI, STy
n

NiTi=T Lry ALppA oo ALy, S Tp
L7 T2 ﬁ(I“Fl <:>L‘7—2)
Atom(T) tr

Each stable interpretation I of the propositional logic (i.e., a truth assignment
to each proposition, with r+ true and r, false) naturally defines a two-element
interpretation A~ (I) = (2, gr : Aug(P) — {1, T}) of P via gy : 7+ T if ¢, is
true in I, and 7 +— L otherwise. Thus, the two-element models of (P,®) are in
natural bijective correspondence with the stable models of F(P).

4.8 Queries Given an open specification (P, $), we may wish to know whether
certain other constraints are implied by this specification. For example, if @ is
the partial specification of a hierarchy, we may wish to know whether @ forces
71 = 7o to hold. A query is a question of the form “Does @ = ¢ hold?” with
@ C Constraints(P) and ¢ € Constraints(P). This question could can be posed
formally as the two queries @ = (11 < 72) and @ & (12 < 71). Unfortunately, the
complexity of answering queries is co-NP-complete [11, Sec. 7.1].

4.9 Theorem — complexity of query processing Let P be any finite set.
The question of whether @ = ¢ for & C Constraints(P) and ¢ € Constraints(P)
s co-NP-complete, in the size of P.
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Proof First of all, note that @ = ¢ holds iff & U {—¢} is unsatisfiable, where
—p is the negation of the constraint ¢, with the obvious semantics. The set
Constraints(P), together with logical negations of its elements, will be called the
set of extended constraints over P.

Now deciding whether a set of extended constraints is satisfiable is at least
as difficult as deciding whether or not a set of ordinary constraints (i.e., a subset
of Constraints(P)) is satisfiable. Thus, in view of 4.1, it is NP-hard. On the other
hand, it is also in NP, since we may guess at a solution and then test it in
linear time. Thus, the problem of deciding the satisfiability of ® U {¢} is NP-
complete. Consequently, the problem of deciding the unsatisfiability of such a
set is co-NP-complete. O

5. Efficient Consistency Checking using Horn Clauses

The results presented in the previous section paint a fairly negative picture of the
tractability issues surrounding maintenance of type hierarchies which are openly
specified. In particular, it may not be feasible to conduct a complete check of the
admissibility of a specification. Under such circumstances, there are two tacts
which may be taken. First, one may look for an efficient strategy which solves
a limited number of problem instances completely. Second, one may look for an
efficient strategy which works on any problem instance, but yields only partial
information. In this section, we take the latter approach.

Horn clauses form an important class of sentences for a variety of reasons [20].
Particularly, in propositional logic, they admit very efficient inference mech-
anisms. While the best known inference algorithms for general propositional
logic run in exponential time in the worst case, Horn-clause inference may be
performed in linear time [9], [15]. In that which follows, we show how to use
a Horn-clause formulation to detect forced equivalences in open specifications
(that is, constraint sets @ for which @ = (11 = 72)). The result is not a mere
query mechanism, but a procedure which generates a list of such equivalences.
This technique improves substantially upon an earlier one presented in [14, Sec.
2.1], in simplicity, in improved computational complexity, and in extensibility.

5.1 Horn clauses In a propositional logic, a Horn clause is one in which
at most one of the literals is positive. Usually, we will write the Horn clause
—p1VoPaV..vopyvq in rule form, as pyApaa..Ap, = ¢. If there is no positive lit-
eral, we will write p;Apan..Ap, = F, with F representing the proposition which
is always false. Simple clauses consisting of one positive literal (e.g., p) are re-
ferred to as facts; the atom name itself will represent such clauses. The empty
clause will be represented by F.

For any set ¥ of Horn clauses, define Facts(¥) to be the set of all facts which
are semantic consequences of ¥. Facts(¥) may be computed in time which is
linear in the size of the clause set [9], [15].

We will also work with conjunctions of Horn clauses, as though they were
clauses themselves. Thus, a formula such as (parg = ras) is to be regarded as an
abbreviation for the conjunction (paq = r)A(parg = 8).
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5.2 Exclusive-or constraints As noted above, inference on sets of Horn
clauses is very fast; the best algorithms are linear in the size of the input set. Since
the problem of determining satisfiability of an open specification is NP-complete
(see 4.1 above), we certainly cannot expect Horn clauses to be a vehicle for the
complete description of open specifications. Rather, some additional forms of
representation must be employed to recapture completely such specifications.

A propositional formula of the form p® g is called an exclusive-or constraint,
or zor-constraint, for short. The formula p @ ¢ is equivalent to (pvg)a(—pv—gq).
Such a constraint expresses the restriction that exactly one of two alternatives
must be true. In the work reported in this section, the constraints identified in
the table of 4.7 will be re-expressed using a combination of Horn clauses and
xor-constraints. Such a representation carries the advantage that the “tractable”
part of the representation (the Horn clauses) is completely separated from the
“intractable” part (the xor-constraints). Effective computational techniques may
then focus on the Horn part, looking for inconsistencies in the specification.
While such a technique will not find all inconsistencies, it can find many, as we
shall see.

5.3 The Horn clauses associated with an open specification Let P be
any finite set of clean types. Define two Aug(P)-indexed sets of propositions,
as follows: Prop,(P) = {», | 7 € Aug(P)}; Propy(P) = {q, | 7 € Aug(P)}.
Propy(P) denotes Prop,(P) U Prop(P). Relative to a two-element interpreta-
tion I = (2, f), think of p_ as representing the statement f(7) = T, and q,
representing f(7) = L.

Now let @ be a set of constraints over P. For each ¢ € @, associate two sets
of Horn clauses, over Prop, (P) and Prop(P), according to the table below.

! © \ Rules; ({¢}) \ Rulesy ({¢}) \
(11 < 7) (Pry, = ¥ry) Ir, = dr,

(Vi1 i = T)|(0ry, = 00)s o0 (0r = 0|07 = 05)5 - (47 =207,
(97 Ay AN, = 4)

(/\?:1 Ti = T) (pT = pn)’ 0y (p'r = prn)v (qu = qT)7 o0y (qrn = qT)
(Pry AP, A AP, = Pr)

(Tl 7& TQ) (pn /\pTz = F) (qn /\qrg = F)
Atom(T) () (4, = F)

For a set ¢ C Constraints(P), define

Rulesy (@) = {(p7), (> = F)} U (| Rulesy({¢}))
ped

Rulesy () = {(4,) (7 = F)} U (| Rulesy ({e}))-
ped

These sets of clauses are called the f-rules (resp. |-rules) for . The notation is
suggestive of the semantics of these rules. The {-rules express closure conditions
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on the elements of P which must be true in a two-element model I = (2, f), while
the |-rules express similar conditions on elements which must be false. Consider
the generic constraint (\/]_, 7, = 7). If it holds, several things are implied. First
of all, for each i, 7; < 7. Thus, for any i, if f(7;) = T, then it must be that
f(7) = T also. This condition is recaptured by the rule (p,, = p,). Similarly, if
f(r) = L, then f(7;) = L must hold as well, and this is recaptured by the rule
(4, = 9,,). Furthermore, if f(7;) = L for each ¢, then the join condition mandates
that f(7) = L also; this is recaptured by the rule (4, Ag9,,A..Aq, = q.). Note
that there is no corresponding {}-rule in this case. The situation for a constraint
of the form (A]_, 7; = 7) is completely analogous.

The rules in {(p7), (p, = F)} and in {(q,), (97 = F)} are called bound
rules, because they assert that f(T) = T and f(L) = L, respectively, for any
two-element model (2, f) of (P, P).

In addition to the {}-rules and |}-rules, there are xor-constraints which assert
that for any 7 € P, exactly one of f(7) = L and f(7) = L must hold for
any given two-element model (2, f). The XOR constraints, rule set, and total
representation are defined as follows.

XOR(P) = {p, @4, | T € P}
Rules(®) = Rulesy(®) U Rulesy (P)
TotalRep(P, $) = Rules($) UXOR(P)
Finally, given a two-element interpretation I = (2, f) of (P, ®), define the fact
set of I as FactSet(f) ={p, |z € f~H(T)}U{a, |z € f~1(L)}. Then, using the

semantics which have been outlined above, it is easy to establish the following
alternative to 4.7.

5.4 Characterization of two-element models Let (P, ) be an open spec-
ification, and let I = (2, f) € Interpy(P,®). Then I € Moda(P,®) iff the set
FactSet(f) U TotalRep(P,®) of propositional formulas is satisfiable. O

5.5 Example Let P = {x; | 1 < 4 < 6}, and let & =
{(V{r1, k2t = £s), (V{ka, k3t = r5), (ViK1 63} = Ka), (AM{K2, K3} = ko),

(A{r1,k6} = 1), ((k5 < Kkq)}. The table below shows the associated rules.

| Rulesy (9) | Rulesy (®) ‘
Pry = Py Mis Yro = Irg
plﬁ}z = pK5 QHg = qne,
p/ig = pm; /\plig) qrm = qml /\qH3 /\qﬁg
pns = pm; qKs = qnl /\qng /\qK3
Pig = ProPrs 96, Mk = ks

Pro My = Prg 952Nk = Ay

pnlApNG = Py qnl/\qng = qn4
T it =F
p, = F 91

Note that the rules (p; = p.,), (0L = Pug)s (0, = 97), and (95, = 97)
are not included in the table, even though they are formally members of the
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appropriate rule set. Since p, is always false, and ¢ is always true, they are
trivial tautologies, and so may be omitted.

Next, define the two-element interpretations I; = (2,f;) for 1 < j < 7
according to the following table.

L] f () \ S () \
1 {H3,1£4,I£5} {H17H27I{6}
2 {ka, K4, K5 } {Kk1, K3, ke }
3 ] {K1, Ko, K3, K4, K5, K6 }
4 {H17I€27I€3,I€47I€57K36} [Z)
5 {K1,kKa} {Ka, K3, K5, K¢ }
6 {Kk1, K2, K3, K4, K5} {rke}
7 |{K1,k2, K3, K4, K5, K6 } 0

I, I, and I3, are easily verified to be models of (P, ®). Indeed, it is not difficult
to see that they are the only two-element models. On the other hand, I, fails
to be a model, since (p, Ap,, = p,) would then mandate that L € f; '(T),
an impossibility. I5 fails to be a model of (P, ®), since the rule (p,, = p,,Ap,..)
mandates that ks € f5 Y(T), contradicting ks € fs Y(1L). Similarly, I is not
a model of (P,®), since the rule (p,,Ap., = p,,) mandates that kg € f5 ' (T),
contradicting g € fg '(L). Finally, I7 is not a model, since the rule (p,, Ap,, =
q.) requires that at least one of {#1,r¢} lie in f;(L).

Now let &' = & U {(k4 # ks5)}. Then TotalRep(P,®') = TotalRep(P,P) U
{0, = F),(90,19,, = F)}. It is easy to see that (P,&) has no model.
Indeed, {(d,; = 9, My My )y (9, My = )} (8, = 45c,), and since (q,,, =
4,.,) also holds, this means that for any two-element model (2, f), k4 € (L)
iff k5 € f~1(L). Thus, f(x4) = f(xs5). This is impossible, hence there can be no
model of (P, D).

5.6 Static consistency checking Let (P, ®) be an open specification. For any
set X C Propy(P), Facts(X U Rules(®)) may be computed very efficiently — in
time proportional to the size of @. The idea behind static consistency checking
is to compute Facts(X U Rules(®)) for each member X of a judiciously chosen
set of subsets of Propﬁ(P). From this computation, many properties of solutions
may be detected. One such example is provided by (P, ®) of 5.5. The condition
(k4 = K5) holds in every model, as the failure of (P, #') to have a model confirms.
In 5.5, this failure was shown via a direct proof, which essentially posed (k4 = k5)
as a query. To check each such condition separately would require a great deal of
computational resources. With a static consistency check, on the other hand, we
can identify a large number of such conditions at one time. We now develop the
machinery to perform such checks systematically. First, observe the following
result, which follows immediately from the definition of the fact set.

5.7 Utility of fact closure Let (P,®) be an open specification, and let X C
Propy(P). Then Rules(®) = (AX) = (/\Facts(X U Rules(®))). In other words,
the process of computing Facts(X URules(®)) may essentially be viewed as one of

16



applying the rules in Rules(®) to X. (Note: )\ denotes logical conjunction here,
not lattice join.) O

5.8 Aggregate complexity for fact closure Let (P,®) be an open specifica-
tion, and let S be a set of subsets of Propy(P). Then the set of sets {Facts(S U
Rules(®)) | S € S} may be computed in time O(n + r-s + r-log(r)), with n the
cardinality of P, s is the number of set in S, and r is the sum of the lengths of
the rules in Rules(®)).

Proof The proof rests largely upon results found in [9] and [15]. The process is
broken into two steps. There is a total of 2(n + 2) propositions in Prop,(P) U
Propy (P). Assign each proposition a natural-number tag in {0, ..,2n + 3}. This
takes time ©(n). Next, sort the propositions in each antecedent set of each clause.
This takes time O(r-log(r)).

After this preconditioning, the computation of each Facts(SURules(®)) takes
just ©(r) time, using the techniques in the above-cited references. The total time
for all elements of S is thus ©(s-r). Combining these, the running time for the
entire algorithm is ©(n + r-log(r) + s-r). O

5.9 Singleton Associations Let (P, @) be an open specification, and let p €
Propy(P). The singleton associates of p, denoted SingAsc(p), is just Facts({p} U
Rules(®)). In words, SingAsc(p) is the set of all propositions in Propg(P) which
can be deduced from p alone, using the rules in Rules(®).

5.10 Example Let (P, ®) be as in 5.5. Here are the singleton associates.

] x | SingAsc(y,) | SingAsc(q,,) \
K1 {Pm » Py pfc5} {qm }
Ko Py Progs Pt {900 Qe }
K3 {Prcgs Progs Pres {9 g}
K4 Pyt {9015 900 g0 s )
K5 {pmu pﬁg)} {qnl 1y Y0 Trogr Yruo qn\r,}
e {pK27pK,37 pNG} {qm;}
L {po} {o.}
T {rr} {ar}

The information that (k4 = k5) is easily recovered from these data. In-

deed, note that g, € SingAsc(p,,) and that q,, € SingAsc(p,, ). In light of 5.7,
this means that both (q,, = q,.) and (q,, = q,,) are logical consequences of
Rules(®). Thus, for any (2, f) € Moda(®), f(k4) = L iff f(k4) = L. Thus, it
must be the case that f(k4) = f(k5). We now develop a means of discovering
such associations systematically.

5.11 The static equivalence Define the relation <% on Propﬁ(@) by p <L qiff

q € SingAsc(p). The transitive closure of <} is denoted by <L. The equivalence
relation =L places into a single equivalence class all elements which lie in the
same cycle in <. Formally, p =% ¢ iff p=Lq and ¢=<%p.

In the above example, only q,,, =L -
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5.12 The complexity of determining static equivalence Let (P, ®) be an
open specification. Then, with n, r, and s defined as in 5.8, there is an algorithm
which computes =% from (P, ®) in worst-case time O(n + n-r + r-log(r)).

Proof There are 2n + 4 (= O(n)) distinct sets of the form SingAsc(p), two for
each element of Aug(P). Transitive closure has the same computational com-
plexity as matrix multiplication [18, 10.3.6]; thus, the equivalence relation =}
may be computed in time @(n?) from {Facts({p} U Rules(®)) | p € Propy(P)}.
Thus, in view of 5.8, the total complexity is O(n®) + O(n + r-s + r-log(r)) =

O(n® +n-r +r-log(r)). O

The above bound is a substantial improvement over ©(n*-r-log(r)) which
was reported for the algorithm in [14, Sec. 2.1]. The general idea also lends itself
to extension, as outlined below.

5.13 Higher-level static consistency checking Although the technique just
described detects many element equivalences, it cannot find them all. As a con-
crete example, consider the open specification (P,®) with P = {r; | 1 <1i < 5},
and ={(n V7 =m)|1<i<j<3tU{(nAr=m)|1<i<j<3}L1It
is not difficult to see that all five elements of P must be collapsed to the same
value in any model. However, this fact is not detected by the static equivalence
algorithm of 5.11. It can, however, be detected with a higher-level static consis-
tency check, which works with sets of the form Facts(X, @), with X a subset of
Propﬁ(P) of size at most two. Thus, the technique of static consistency checking
may be extended. Indeed, if we work with all sets of the form Facts(X,®) for
X any subset of Propﬁ(P)7 then consistency checking may be made complete.
Unfortunately, the computational complexity which results when all subsets of
P are considered yields no advantage over direct satisfaction testing. What may
prove promising, though, is to work with all subsets of a small size bound, say
two or three. The complexity is still quite manageable, yet many inconsistencies
may be detected. This approach is not elaborated further here.

6. Conclusions and Further Directions

Open specification clearly imposes a substantial computational burden. There-
fore, a decision to employ it must be measured carefully. As implied by the work
in Sec. 2, the first question to ask is whether or not natural semantics are needed
for both meet and join. If only natural meet semantics is needed, then open spec-
ification, as described in this paper, is not an issue.* However, if one is interested
manipulating general classes of representations which involve disjunction, then
it may be a necessity, although alternatives to managing limited disjunction
have been proposed and implemented [12]. We cannot and do not address the

4 Tt is unclear whether the idea of open specification of meet-only hierarchies is in-
teresting, or nontrivial. We know of no existing work on the topic, and no systems
which embody the idea.
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adequacy of such approaches rather we proceed under the assumption that join

semantics, and hence distributive hierarchies, are desired.

As illustrated by the construction of 3.7, complete representation of a dis-
tributive hierarchy will generally be infeasible. (See also [14, Sec. 0] for some ex-
amples.) Therefore, it would seem that open specification is the only alternative.
Although we have presented an efficient method for determining certain implied
constraints in Sec. 5, such techniques, by themselves, cannot counterbalance the
NP-hardness of the underlying problems. Rather, techniques for tackling these
underlying problems directly must be developed. Fortunately, NP-hard problems
are very common, and there is a substantial body of research on computational
methods [17]. However, most of these techniques deal with optimization prob-
lems, in which the notion of an approximate answer makes sense. On the other
hand, as made clear in 4.7, the questions involved in open specification are re-
lated closely to satisfiability questions for logical formulas; such problems do not
admit useful notions of approximation. Fortunately, there is an active body of
research on such problems, as well as a library of tools known SATLIB — The
Satisfiability Library, which is available on the world-wide web. Our next steps
in addressing the problems of open specification must clearly be experimental
ones, and will proceeds as follows.

1. Direct solution of the associated logic problems, as characterized in 4.7, will
be addressed using SATLIB tools such as GSAT [23], a tool which is effective
in the solution of large satisfiability problems.

2. A study of techniques related to re-use. One of the features of the satisfiability
problems surrounding open specification is that not one, but a whole family
of satisfiability problems (one for each two-element model) must be obtained.
It is clear from the results of Sec. 4, and 4.7 in particular, that the members
of the families of formulas to be solved are closely related; they may differ
in only slightly. Therefore, techniques which solve whole families of related
formulas in a fashion more efficient than solving each individually must be
developed. As far as we know, such techniques are not part of current work
on the subject.

3. The alternate characterization of two element models presented in 5.4 suggests
that techniques which address re-use in the specific context of Horn and XOR-
constraints, may prove useful. As far as we know, SATLIB-style results for such
specially conditioned formulas do not exist at this time.
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