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UMEÅ UNIVERSITETInstitutionen för Datavetenskap UMEÅ UNIVERISTYDept of Computing SieneQuestion 1 (3 + 1 + 1 points)In a distributed system suh as GCom that deals with groups, the group membership servie is of greatimportane.a. Mention at least three of the main responsibilities of a group management servie that handlesdynami groups?b. Group membership servies may be either primary-partition or partitionable. Desribe the di�erenebetween these two types.. Without going into too muh detail, give a brief desription of what a view-synhronous groupmembership servie o�ers.
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UMEÅ UNIVERSITETInstitutionen för Datavetenskap UMEÅ UNIVERISTYDept of Computing SieneQuestion 2 (2 + 1 + 3 + 2 points)The Network Time Protool (NTP) is used for synhronization to an external time soure. Servers areorganized in a heirarhial system of strata (levels). Servers loser to the time soure are have the mostreliable time values. As the time values are transferred in the system, errors are introdued for eah newstratum.a. NTP was developed to handle several problems, and has done so with great suess (all modernmainstream operating systems have some NTP servie running by default). Whih were theseproblems?b. Show using a �gure how two NTP peers ommuniate by message passing in proedure-all andsymmetri mode (hint: they work the same).. Show how the NTP peers above alulate the o�set and the delay values, and state what thesevalues are used for.d. Many servies depend on NTP providing orret time. Thus an intruder supplying erroneous timeinformation ould in theory be devastating to many systems. Reason about how omputers anvalidate the identity of an NTP peer to solve this seurity-related issue.
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UMEÅ UNIVERSITETInstitutionen för Datavetenskap UMEÅ UNIVERISTYDept of Computing SieneQuestion 3 (2 + 2 + 2 points)Failure handling in distributed systems is hard. Fisher et al. (1985) showed that asynhronous systemsannot reah onsensus, even with just a single rash failure. Synhronous systems are slightly easierfrom that point of view, but even those have problems. One suh problem is the Byzantine generalsproblem, where arbitrary failures must be taken into aount.a. What makes synhronous systems generally easier to deal with than asynhronous from a failure-handling point of view?b. Brie�y desribe the Byzantine generals problem.. Show, preferrably with two �gures, why the Byzantine generals problem annot be solved for N ≤ 3fproesses (where N is the amount of proesses and f is the amount of failing proesses). Hint: showwhy 3 proesses annot handle 1 proess exibiting arbitrary failures, but why 4 proesses an.
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UMEÅ UNIVERSITETInstitutionen för Datavetenskap UMEÅ UNIVERISTYDept of Computing SieneQuestion 4 (2 + 4 points)Transations is a very important onept in distributed systems � in partiular ones that deal withdatabases of various kinds. The idea is to de�ne not mere operations, but operation �groups� that anbe applied to a distributed objet. In that ontext, ACID is an aronym that is well-known and used indistributed systems as well as in databases. It desribes properties that one requires from a transation-aware system for the system to be useful.a. What does ACID stand for? Name the four properties that make up the aronym, and give a briefdesription of them in the ontext of distributed systems.b. There are some problems related to distributed objets that an be aessed using transations.Three lassial problems are the dirty read, lost update, and inonsistent retrievals problems. De-sribe two of these (you may hoose whih two of the three), and give simple and lear examplesthat illustrate what goes wrong.
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UMEÅ UNIVERSITETInstitutionen för Datavetenskap UMEÅ UNIVERISTYDept of Computing SieneQuestion 5 (4 + 1 + 1 points)Data repliation is a very interesting and quite pro�table area of distributed systems. Repliating datamay boost performane and may also be used for masking failures. There are two ommon shemes ofdata repliation: ative and passive.a. Desribe both the ative and the passive repliation sheme, inluding the di�erene between them.b. Brie�y ompare the two shemes from a performane point of view.. Whih repliation sheme is more appropriate for a database system ontaining highly sensitivedata suh as medial reords, where we must assume that arbitrary failures may our? Motivateyour answer.
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UMEÅ UNIVERSITETInstitutionen för Datavetenskap UMEÅ UNIVERISTYDept of Computing SieneQuestion 6 (2 + 3 + 2 points)In distributed systems that use loks to ensure orretness in spite of onurreny, the biggest problemis the dreaded deadlok. Deadloks arise e.g. when a proess A waits for another proess B, and B waitsfor A at the same time. The proesses may not wait diretly for eah other, in fat, as long as there is ayle in a wait-for graph of proesses, there is a deadlok.a. Deadloks an either be prevented or deteted (and then handled). How do these approahes work,and what are their properties? Compare the approahes from a performane point of view.b. Centralized deadlok detetion is not good. Desribe the three steps of the distributed algorithmfor edge hasing instead.. Brie�y explain the onepts vulnerable loks and starvation that are both related to onurrenyontrol using loks.
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UMEÅ UNIVERSITETInstitutionen för Datavetenskap UMEÅ UNIVERISTYDept of Computing SieneQuestion 7 (4 points)Identify and explain (motivate) a situation where Web Servies would be a better hoie for distributedomputing than Java RMI.
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UMEÅ UNIVERSITETInstitutionen för Datavetenskap UMEÅ UNIVERISTYDept of Computing SieneQuestion 8 (1 + 3 points)Distributed debugging involves evaluating whether some global state prediate φ was de�nitely true atsome point in the exeution, and ases when it was possibly true.
a. Using your own terms, learly explain possibly φ and de�nitely φ and the di�erene between them.b. For the �gure above, onstrut the lattie of global states and give the truth value for possibly φ,where φ = x1 ≥ x2.
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UMEÅ UNIVERSITETInstitutionen för Datavetenskap UMEÅ UNIVERISTYDept of Computing SieneQuestion 9 (4 + 2 points)Proper aess ontrol is important to obtain a high level of seurity in a system. Two ways of implementingaess ontrol are aess ontrol lists and apabilities.a. Explain eah onept, how they are applied in pratie, and their di�erenes.b. Disuss pros and ons with eah approah.
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UMEÅ UNIVERSITETInstitutionen för Datavetenskap UMEÅ UNIVERISTYDept of Computing SieneQuestion 10 (5 × 1 points)Understanding the terminology used within a subjet an sometimes (as within omputer seurity) befundamental. Not only does the proper use of terminology make someone sound trustworthy and edu-tated, it is also entral in understanding new material onerning the subjet, and relate this to earlierexperienes.For eah pair of seurity related terms below:
• brie�y explain both terms and;
• expliitly state if and how they relate to eah other.The terms are:a. TLS and RSAb. Integrity poliy and Chineese Wall Model. Cipher Blok Chaining and PKId. Simple Seurity Condition and *-propertye. Certi�ation Authority and Kerberos
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UMEÅ UNIVERSITETInstitutionen för Datavetenskap UMEÅ UNIVERISTYDept of Computing SieneQuestion 11 (-3 to 3 points)The following questions require only a true or false answer. Corret answers give 0.5 points, whereasinorret answers are penalized with -0.5 points. Note that the total from the question may be negative,and this will impat your �nal sore. No answer is the safest option, and ounts as 0 points. Any textbesides �true� or �false� will not be taken into onsideration.
Sequential onsisteny implies linearizabilityFor logial loks, L(e) < L(e′) ⇒ e → e′Phantom deadloks annot our using two-phase loksCausal-total ordering is the same as total orderingStarvation of transations annot happen if forward valida-tion is usedSeleting a new leader proess in a set of proesses by hoos-ing it from a sorted list of proesses, but without oordina-tion between the proesses, is a orret eletion algorithm
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